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1. Introduction

More than a decade ago, in 1968, Muller and Sjogren published their
paper on lunar mass concentrations, or "mascons". In it they announced
one of the most important conclusions about the internal structure of a
member of the Solar System ever reached from the analysis of gravitation
alone. With remarkable insight, they used the numerically differentiated
range-rate tracking data of the lunar orbiters, deployed as part of the
Apollo program, as "direct observations" of the acceleratlon of gravity
along the line of sight between the tracking station on Earth and the
spacecrafts circling the Moon. A simple plot of this information showed
strong and roughly circular anomalies over the flatlands, or maria, sug-
gesting the presence of large bodies of abnormal density buried in the
lunar crust.

The idea that high resolution informat;vn on a gravitational field
could be extracted by a simple analysis from differentiated range-rate
data was seen, naturally enough, as having potential value for the study
of our own planet. One more or less obvious adaptation of the idea was
having two satellites: one in a very high orbit tracking the second one
on a low orbit, much as the "high" station on Earth had tracked the "low"
orbiters near the Moon. A different satellite-satellite tracking (SST)
configuration, later to be known as the "low-low" approach (the first being
the "high-low", of course), was proposed by Wolff in 1969: he thought
that the relative velocity along the line of sight between two bodies fol-
lowing as close as possible the same near circular, polar orbit was,as
a first approximation, the difference in anomalous potential between the
two. As the Earth rotates, this pair would have eventually covered the
whole planet with observations of gravity, all taken with the same
"instrument", creating a global data set of extraordinary density and of
uniform quality. From such data one should have been able to recover an
almost as detailed, and far more complete, picture of the field than from
terrestrial data alone. Though this idea suffered from some theoretical
and practical problems, its appeal to the imagination was such that it
inspired much research in spite of its shortcomings.

Among the first to help clarify the theory behind SST was Schwarz
(1970), who proposed a rigorous mathematical formulation. Many studies
followed to find out the best satellite arrangement, how the data couldbe processed, and what accuracy could be expected from the results. To
all this one must add the work done on the development of suitable hard-
ware, also along several lines.

In the mid-1970's, during the Apollo-Soyusz and the Geos-3 missions,
"high-lov:" range-rate tracking data were gathered using the ATS-6 satellite,
in geostationary orbit, as the high spacecraft, because of its steerable
radar antenna. During the same period, the idea of a dedicated gravitational
satellite mission begun to develop. Both NASA and its European counterpart
ESA drew up preliminary plans for a Gravity Satellite (GRAVSAT), and for
a Space Laser Low Orbit Mission (SLALOM), respectively. Of the two, SLALOM
is the most concretely defined at present (CSTG Bulletin No.2, 1980). It
involves the simultaneous tracking by laser interferometry from the Space
Laboratory,carried on the Space Shuttle, of two reflecting spheres to
determine their relative velocities with respect to the shuttle and to
each other. Recovery of gravity information is to be limited to a region
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over the Eastern Mediterranean, and to a perio of some seven days. This
experiment is expected to be carried out during this decade. GRAVSAT,
on the other hand, is a global concept that may take one of several possible
configurations based on the SST principle or, alternatively, resort to
an orbiting gradiometer. At present it appears likely that the SST idea
will be tried first, in a GRAVSAT-A mission in the late 1980's, while the
gradiometer, whose development into a practical instrument for this purpose

is still at the "breadboard" stage, may be used in a GRAVSAT-B mission
sometime in the 1990's. Several types of gradiometers have been considered.
A promising design seems to be a supercooled instrument now under development
at the University of Maryland, which may achieve a sensitivity of better
than 0.001 E (Paik, 1981).

Of the various implementations of the "low-low" principle, the most
likely to be adopted appears to be the DISCOS system of two drag-compensated
satellites, capable of remaining in orbit for up to six months so close
to the Earth that, without the periodical use of small rocket engines,
their orbits would decay very quickly due to the atmospheric resistance.
Two proof-masses, one inside each craft, will be kept in permanent free
fall by the compensating mechanism, so only gravitational forces act upon

them. Their relative line of sight velocity will be measured by an extremely
accurate radar interferometric technique developed at the Applied Physics
Laboratory of Johns Hopkins University (Pisacane and Yionoulis, 1980).
Accuracies of better than 10-6ms"1 are expected, provided that no serious
problems due to ionospheric propagation are encountered.

Apart from the "high-low" and the "low-low" configurations, an intermed-
iate "butterfly" arrangement, where two satellites follow different ellip-
tical orbits, has been considered as well.

The SST data collected during the middle of the last decade were analysed
in different ways. Among others, Kahn et al. (1978) tried to recover gravity
anomalies using the "numerical" method of satellite geodesy, with the aid
of the computer programme GEODYN; Hajela (1978) followed, instead, the
original idea of treating the differentiated range-rates as gravity obser-
vations, and used least squares collocation as the processing technique.
Marsh and Marsh (1978) attempted what was, in essence, an experiment like
that of Muller and Sjogren with Earth data, to detect crustal and upper
mantle structures. All these studies have been restricted to local areas,
as no complete global set of SST has been obtained yet.

The work that has been done on the error analysis of the recovery
of values of mean gravity anomalies, mean and point geoidal undulations,
etc., can be divided, broadly, along two main lines: the "numerical" method
of satellite geodesy, and the "direct" approach that goes back to Muller
and Siogren: using the differentiated range-rate values as observations.
As an example of the first line, one can mention the work of Douglas et
al. (1980), as one of the most recent. Of the second, the author is best
familiar with the work of Hajela (1974), Rummel et al. (1976), Krynski
(1978), Rapp and Hajela (1979), and Rumnel (1980). All of these have consid-
ered local gravity field model improvements relying on the theory of least
squares collocation. The ultimate accuracy of global recovery given a certain
quality of data has been investigated, among others, by Breakwell (1979),
who used a flat-earth approximation, while Jekeli and Rapp (1980) have
employed a spherical, non-rotating Earth approximation.
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While all the work mentioned above has been in progress, numerous
meetings, involving government agencies and members of the scientific com-
munity that are potential users of GRAVSAT data, have taken place. Of
several reports on these activities, there are two of particular importance
that describe the objectives of a GRAVSAT mission and also define the
required accuracies and other specifications for the results so they
can be used meaningfully for geodetic and geophysi.al purposes. One is
the report of a special panel of the Committee on Geodesy of the US National
Academy of Sciences (1979); the other is by the GRAVSAT Users Working
Group (980). The main requirements defined so far are:
a) For geological and geophysical applications, grav'cy information should
be resolved at the Earth's surface through wavelengths of 100 km and to
an accuracy of 2.5 to 10 mgals;
b) Oceanographers need geoid heights accurate to some 10 cm in the band
from 100 km to 3000 km.

The first specification is relevant to the study of the structure
of the crust and the upper mantle. The second one is associated with the
analysis of the instantaneous and average shape of the sea surface i-n studies
that use such data as satellite altimetry. The difference between the
sea surface and a horizontal surface can reveal many as yet unknown aspects
of surface currents, tides, and transients of various kinds, particularly
in regions of the oceans that are not sufficiently accessible by other
means. Also of consequence to oceanography, as well as to many practical
aspects of geodesy, such as satellite positioning techniques, is the obtention
of a model for the gravity field that permits the calculation of very precise
spacecraft orbits, so this is another important objective of GRAVSAT. Among
the latest global studies those by Breakwell, and by Jekeli and Rapp,
already mentioned, suggest that the DISCOS system could achieve both the
quality and quantity of data needed to meet goals (a) and (b).

The present report describes the theory behind a global error analysis
of a low-low mission of the DISCOS type, and gives the corresDondinq results.
The latter are in broad agreement with some of the previous studies, notably
Breakwell's and Jekeli and Rapp's. The approach taken has been the "direct"
one of considering the differentiated range-rate signal as equal to the
component of the gravitational line of sight acceleration, in an inertial
frame, along the line of sight direction. This is only an approximation,
but it simplifies greatly the mathematical treatment, and previous reports
by Hajela (1978) and by Rummel (1980),already mentioned, indicate that
it may be in good agreement with reality at short spatial wavelengths,
both for the "high-low" and the "low-low" configurations, respectively.
This model of the line of sight signal has been modified somewhat here
by substracting a term that depends only on radial distance to the geocenter
to eliminate some unrealistic long-wave phenomena related to the large
zero harmonic and to the other even zonals of the geopotential.

This work is concerned primarily with the optimal recovery of a geo-
potential model in the form of a spherical harmonic expansion of the potential
of such a high degree and order (331) that its truncation error
at satellite altitydl (160 km) is nearly negligible, particularly in the
presence of noise. .) It differs from previous studies of this sort in
that it considers a spherical, rotating Earth, and discrete data consisting
of time-averages of the instaneous range rate. Observation equations are
obtained under the simplifying assumptions that the orbits are perfectly
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circular, the satellites separation is constant, and that the orbits repeat
themselves exactly every 179 days, i.e., the length of the whole mission.
From these equations a normal matrix is formed that is then inverted
taking advantage of its block-diagonal structure. Two adjustment techniques
are considered and implemented: least squares adjustment, and least squares
collocation. An argument based on an infinite series of successive approxi-
mations is used to show how the results obtained under such simplifying
assumptions can be, in fact, close indicators of the maximum amount of
information than can be extracted from a real, three-dimensional distribution
of SST data. While orbital errors are not included in the analysis, it
turns out that the effect of such errors on the estimated parameters is
very small, although this particular result depends strongly on the model
adopted for the line of sight signal.

The last section considers how the principles used in this study can
be applied to the actual processing of SST data in order to obtain a very
high resolution spherical harmonic model of the gravity field. Such models
have important mathematical advantages, and there is no great problem in
using them if this is done with adequate techniques ( see Colombo
(1981), for instance). Global data reduction is a very important problem,
to which not enough attention has been paid so far.

The potential impact of SST and of satellite gradiometry on the future
of qeodesy and of geophysics appears great. It is a difficult
and beautiful task, the work of many, through many years, to develop
what begun as a simple and bright idea for studying the Moon into a tool
for increasing our understanding of our own planet and, eventually,
of the rest of the Solar System. If we are successful, this task could
have a deeper and more lasting effect on pure and applied Earth sciences
than any other ever attempted in geodesy before.

(1)In this "band-limited" situation, the optimal estimates of any other
field-related quantities (undulations, gravity anomalies, etc.) can be
obtained directly from the optimal estimates of the potential coefficients
(see, for instance, Colombo (1981), paragraph 2.18). The same is true of
the accuracies of those quantities.
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1.1 The Low-low Configuration

Figure 1.1 shows two drag-compensated satellites S. and S 2 that have
been placed almost in the same near-circular polar orbit o that, in inertial
space, the plane of the common orbit contains the Earth's mean axis of
rotation, which is aligned in the picture with the x, axis. The geocentric
angle separating both satellites is ' = 2 sin-k -) radians, where o
is the length of the seament of line of sight between'S: and S . The positions
of the spacecrafts in the system of geocentric inertial crordinates xl,
x., x 3 are represented by the vectors x, and x. , respectively. The line
of sight vector x12 = x1=xZ is oriented, according tr the picture, from
South to North in the ascending passes. The sense of the orbit (prograde
or retrograde) is not important. The mean orbital radius is R

Both satel itL.s turn round the Earth with approximately the same angular
velocity w = .A.MR' while the Earth itself turns on its axis with mean
angular velocity sl . The points directly below each satellite describe
groundtracks that envelope the whole surface of the planet as the mission
progresses. Both satellites have the same instantaneous longitude, but
their groundtracks are not identical: they are always rad apart in the
S-N direction and 2w-1 rad in the E-W direction. In what follows, the
word "groundtrack", unless further explanation is given, should refer
to that of the point midways between the satellites, along the line of sight,
P = xi + f X12

The measuring device detects the relative velocity along the line
of sight between two proof-masses, one inside each satellite, which are
kept in permanent free-fall round the Earth by the drag-compensating mechanism.
This mechanism compensates not only for drag, but for all other non-gravi-
tational influences of consequence as well. The relative line of sight
velocity is

v1 2 = LT . 2 (1.1)

where
L2= il3 - A

is the relative inertial velocity, i and A2 being the absolute ones,
while

.t12 = __ l 1 2 (1.2)

is the unit vector along the line between S1 and S2 9 and

S 2 x11 X1 )2 + )2 + (1.3)

is the euclidean norm of X12 , i.e., the distance between the two spacecrafts.
The observed values of v1 2 are averaged over Aa seconds and then transmitted
to earth-side stations every Lt seconds, where Aa < At . These averaaes
constitute the SST data to be studied hc-e, and the expression for any
one of them is

v12( = ft.Aa v12 (r) dr (1.4)
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Figure 1.1:

The Low-Low Configuration

1.2 The Band-limited Assumption

The line of sight velocity v,2 reflects small changes in the velocities
of both satellites about their common average u = Rw . These changes
are brought about by the anomalous gravitational field, which is the dif-
ference between the true field and that of a homogeneous geocentric sphere
of the same mass as the Earth and radius smaller than R

The actual gravitational potential V can be represented in geocentric
spherical coordinates (radial distance r , latitude ¢ , longitude X )
by a spherical harmonic expansion- n

V(r, o, X) = GM a n P (sin) CC cosm+ n sinm] (1.5.a)
r n=O m=O Ir nm nm nm

where P (sine) is the fully normalized associated Legendre function of
the firsimkind, and Cnm Snm are fully normalized spherical harmonic
coefficients. The folowing alternative notation will be used, wherever
possible, in this work:

Gr af Ca ?" (0,A) (.b
V(r, ¢, = GM7 n= m= aO (.r Cn mi ?nm (1')(.5b)

n-0 m- =O r =0n

with C 7 (O') -Pn (sine) Cnm cosm1 = 0
nm nm nm I Snm sinmA a- 1

M is the mass of the Earth, G the universal constant of gravitation,
"a" is the mean Earth radius, "n" indicates the degree, and "m" the
order of each term in the expansion.
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The three terms with n=1 are zero, because here the geocenter coincides
with the.rigin on coordinates; the zero harmonic
equals r 9 so Coo= I The anomalous potential is, therefore,

R(r,¢,)= V(r ,A) - GM (1.6)r

The disturbing potential T , the modelling of which is the concern of
this report, is the difference between the true potential V and some
reference model potential U of the form

GM NM n I a (M) 7CL (1.7)
U (ro, m) =0 =O n nm

where NM is a relatively small integer (20 or 30). The objective of
this study is finding out the accuracy with which a model of T of the
same form as U , but truncated at a much higher order N , could be recovered
from low-low SST data.

As explained later in this section, the time derivative of the line
of sight velocity can be approximated by the component of the inertial
acceleration aimed along the line of sight, minus a term independent from
6 and X . This acceleration is a linear combination of the three accel-
erations

GM n 1 a
a(r,(b,,X) 1_ = _G I CC P (1.8,a

r  a r 7 n=0 m==0 o r nm nm

r L= n I= Cr a n nm (1.8,b)
1aV r, Z I I r m 2€ nma0(,,)= € r'- n=O M=O JO0

a, (r,,) 1 9V _ GM 0 n c
rcos r1c0s J r nm nm0

where __ = d (sin)]cOs mx
-' nm s inmn

and m (sino) s In mn
DA nm =  m I-cos

Because all these expansions converge outside the Earth's bounding sphere,
the general terms of all of them should tend to zero with n tending to
infinity, so the size of the harmonics should, in general, decrease as
n increases. This decay must be accentuated by the factors (#_)n , where-
fore the field should become smoother with altitude, as the higher frequency
terms vanish faster than the rest with increasing r . At satellite height
h=R-a this smoothing should mean that, above a certain degree N , all
terms in the expansion can be neglected. Consequently, the field can be
regarded as band-limited, with terms restricted to degrees in the band
0 , n <, N . As the error analysis method presented in section 2 requires
computer time in proportion to N4 , it is important to find a realistic
value for N that is also as low as possible. The reasoning that follows
attempts to provide a guide for such a choice using the decay in the
spectrum of the line of sight inertial acceleration as a criterion.

To simplify matters, Earth rotation can be ignored, the orbit can be assumed
to be perfectly circular, and the geocentric separation i to be constant.
Under these conditions, all field dependent functions are periodical, the
line of sight acceleration among them, and can be represented by Fourier
series such as



a12(t) I ak cos kwt + bk sinker
k=O

As the Earth does not rotate in this case, one can choose an arbitrary
system of geocentric coordinates r'=r , ', N' where the "equator" coin-

cides with the plane of the orbit, and then make the substitution

' = [t]MODULE 27r

so that the Fourier series becomes

a12(A) 
= k ak coskA+ bk sinkX
k =0

To find out the coefficients of this series, consider first the inertial
line of sight acceleration in this system of coordinates. For the first
satellite, let

(ar (R, s' = 0, x:')T
a, = ao (R, 0' =, ') 12 a t 1 2

ax (R, 1 = 0, X')

be the projection of its'inertial acceleration along that line, and let

a2 = a2  tl2

be the corresponding projection for the second satellite. Then the line
of sight acceleration is

a12 = a, - a2

= eT(a_(Si) r(SI) + a, (S1 ) (S1 ) + ax, (SA) _S))T (S2))S2)1.9A

eTz(ar (S2) rIs2) + a., (S2) ($2) + ax (S2) _(

where r(P), I(P), and x(P) are the unit vectors pointing upwards,"S-N",
and "W-E"at thegeneral point P(r,O',L'). Because the circular orbit ncw
lies on the equatorial plane of the rotated system of coordinates, we have

T (S) T (S2) = 0(1.10,a)

From Figure 1.2 it is easy to see that

T =(S) T(2S2) -sin

and ^T e (S1) T (S.) = Cos (1.10,c)

Calling the longitudes of S, and S2 ' and V + y , respectively,
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Figure 1.2:

Geometry of the Satellite
Pair

replacing (1.8, a-c) and (1.10, a-c) in (1.9), rearranging terms (which
is valid, because all the expansions converge uniformly outside the bounding
sphere), and making use of simple trigonometric identities,

a-2( GM n )(an C(n+l)n sin -+mnmcos cosn

R2 m-O n:m nm

+ C[(n+l) nsin-' - mcnmCos- sinmX' - [-(n+l)Cnmsin IP- +m n C os  ]

o cos m os +,)

[-(n+l) Snmsin - mcnm Cos-] sinm (A'+ip) (1.11)

Therefore, the coefficients of the Fourier series for a12 are

m I Pnm(O r)n Cnm[(n+l) sin+(1+cosmp) +

+ m cos-4 sinm%] + nm[m Cos- (1-cosmw) + (n+l) sin - sinm])I (1.12,a)

and bm = R Pnm(O)(r)nlnm[-(n+1)sinrm cos- (1-cosm )]+

+ nm[(n+l) sin- (1+cos mn) + m cos sinm,]I (1.12,b)
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where "m" has replaced the original subscript "k' for obvious reasons.
The time integral f a1 2(t) dt has a term of the form aot so it cannot
be identical to v1 2  because the latter is periodical under the current
assumptions. This problem can be solved by removing the constant term
from the Fourier series of a12 , so the time derivative of V12 would
be (approximately)

a1 2 = a1 2 - ao

v12 (1.13)

and t.L

v12= a12 (R,O,x') dx' N= !0 2 (wt') dt'

sin t b cosm Ut I bma m m m +
m=l1 m: 1

If (1.13) can be accepted as a valid approximation, then

1 00 b 2Ts a(2 dt a2 + b  (where Ts  -42)
s in=1 m m

= P P  (1.14)m=l m

where Pm = I(a2+b2) is the power at the mth frequency. Consider now
the averaging o er~tor M {} , which will be encountered again in Section 2
in connection with the use of least squares collocation as an alternative
to the usual least squares adjustment for obtaining a field model. This
operator representsan average over all rotations; here it can be seen
as averaging over all possible circular orbits round a non-rotating Earth.
As shown, for instance, in (Colombo, 1981, Section 2),

M{C2m } = M {Sm2 U (1.15,a)

M {C nm } : 0 for all integer n , m , k , and q (1.15,b)

M {Cnm Ck} = M isnm Sk} = 0 for n # k , m t q (1.15,c)

nr = 2 + Sm (1.16)nhr m-O nm n

is usually called the "nth degree variance" of the potential coefficients.
The average orbital power per wavelength is, then,

Pm M {Pr } : jM {a + b2} (1.17,a)

for i12 and

Sm = P Pm (1.17,b)

for v1 2 . Squaring (1.12, a-b) and modifying the resulting expansion

accordivg to (1.15,a-c), (1.17,b) finally becomes
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SM= PrM (1+cosM) + Ptm(1-cos m) + 2Prtm sinmtp (1.18)

where 22  2

G 2 M () (n+i)2 (1-cos) F2 (0) (1.19,a)
n =m 

m=m

is the contribution from the radial acceleration,

G2 M2 
c m  2 a1) 2n m2 (0) (1.19,b)

Ptm = 2R n 1 ( )  m 2(l+cOs p) nm

the corresponding contribution from the along-track acceleration, and
G- 2 2
G 2  n= " - ()2n m(n+l) sinm P2 (0) (1.19,c)

'rtm =R 2m In nm

is the average crosspectral power of the two.

At aJbight R-a = 160 km, the angular frequency of the satellites
is W = /L = 1.196 x 10" rad. s-'. If the separation between the satellites
is P = 300 km, so 1P =0.04594 rad. , end if the in are those used in
the error analysis of Section 3, empirically derived from terrestrial
and satellite data, then the Sm are as listed in the table below:

Table 1.1

Spectral R.M.S. (Sm) of the Line of Sight Velocity,

and ( (acceleration)

spatial frequency m (SO)P
(cycles per rev.) (cm s-1) (mgal)

0 0.
1 .335 .410
2 48.854 119.813
3 .348 1.279
4 .205 1.005
5 .170 1.044

10 .678 x 10-1 .833
20 .268 " .656
30 .192 .706
40 .130 .637
50 .932 x 10-2 .572

100 .855 x 10-1 .105
200 .394 x 104 .967 x 10-2

300 .'107 x 10"s  .394 x 10"'

400 .207 x 10-7 .I01 x 10"

700 .817 x 10-11 .701 x 10"'
1000 .544 x 10 t .660 x 10-11

Total rms of signal above

m= 0 48.86 cm s-1  12 : mga
20 0.06 cm s-1
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To obtain the values listed above, the series in (1.19,a-c) were truncated
at n=11O though much the same results were obtained with n=500 (up tom=300),
which suggests a strongly band-limited nature for 3 1 2 and v,2.The irepon-

derance of the term with m=2 is due to the large second zonal ani is
related to the Earth oblatness. The signal in the data consists of time
averages of v12 , so its spectrum should be smoother than the entries
in the table suggest. For the purpose of this discussion, such a refine-
ment is not necessary, and the effect of time-averaging will not
be considered until Section 2.

With At=4 seconds, some . 1427 samples of v1 2 are taken during
each revolution of the satellites. Accordingly, the "Nyquist frequency"
of the data is NY=713 . It is clear from the table that the power above
this frequency is' negligible, so that aliasing problems related to the
sampling rate are likely to be insignificant. The question of choosing
N , the highest degree in a band-limited model of the potential, so that
this model can be regarded as realistic, is not an easy one, except for
the fact that N does not have to be larger than 713. For this study
the value of N=331 has been chosen purely on the basis that this number
appeared to be, on preliminary estimates, the largest N compatible with
the computing resources available to the author. The results in Section 3
show recovery errors of more than 80% of the actual values for the coeffic-
ients of harmonic n=330 and, for a number of reasons discussed in Section 4,
theseestimates are rather optimistic at the upper end of the spectrum.
So, perhaps, N=331 is truly close to the upper limit of resolution for
global estimation procedures of the kind considered here (least squares
and collocation).

1.3 An Approximate Model for the Line of Sight Velocity

To estimate the accuracy with which the spherical harmonic coefficients

of the geopotential can be recovered from SST data, one needs a model that

relates the information in thesedata to those coefficients. A rigorous

approach involves the solution of many variational differential equations

for the two satellites.which could be done, in an average sense, by the
"analytical" method so well described in Kaula's "Satellite Geodesy" (1966),

and in an instantaneous sense, by the "numerical" approach, an example
of which is the theory behind the famous "GEODYN" computer programme (Martin

et al., 1970). Regrettably, except for some major break-through in computer

science, the exact application of either technique to the global study
of SST data from low-orbiting satellites does not seem feasible. The problem
is the sheer size of the spherical harmonic model needed to represent this

data realistically, with N> 300, as sulgested in the previous paragraph,

and some 4x106  observations over a six month mission. The largest models

obtained to date (for instance GEM 9, by Lerch et al., 1977) by either

technique from satellite tracking data alone have not exceeded N=30, and have

already involved very lengthy operations. This does not mean that these

methods have no role in the analysis of SST data: the "numerical", at

any rate, has been used already for the recovery of gravity anomalies from
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Apollo-Soyuzs data (Kahn, 1979), and for the error analysis of a GRAVSAT
mission (Douglas et al., 1980), but all this has been done on a local basis,

and the purpose of this report is to look at the problem globallv.

If a rigorous approach is not practicable, then one must seek some
reasonable approximation that makes the task easier. In this work the

author has followed the example of previous studies (Hajela, 1978; Rummel

1980), assuming that the time-derivative of the line of sight velocity

can be approximated to a sufficient extent by the line of sight component

of the inertial acceleration. As explained in the previous paragraph,

the inertial acceleration due to gravitation has an ave!-age component along

that line that is not zero, due to the powerful zero harmonic GMr -2 and,

to a much lesser extent, to the even zonals (consider (1.12,a) with m=O).

A non-zero mean acceleration would bring the two satellites (in this case)

together, contradicting the assumption that they can follow (with the right

initial conditions) the same orbit with the same mean angular velocity.

The effect of the zero harmonic alone, for a height of 160 km and p=300 km, is

ao = 2 sin GM 43 gal.

and the interpretation of this is plain enough: in the field of a central

point mass two objects initially at rest would fall along the lines joining

their initial positions to the attracting mass and, because their motions

converge at this point, they would be moving closer to each other as well.

Clearly, this is not the case when the two bodies turn in the same circular

orbit, where the relative velocity and its derivative are always zero.

The approximation, it can be argued, can be much better for higher

frequency effects, i.e., the departures of both velocity and acceleration

from their values for a central mass field caused by the mass anomalies.

The question is too complex to be settled by a simple argument,
so the conclusions arrived at by previous authors and by this one too,
for that matter, are of necessity no more than educated guesses of a pro-
visional nature. In the discussion that follows, I start by deriving rigorously
the relationship between velocity and acceleration, and then introduce
oforder of magnitude" estimates for some of the factors involved.

To get directly to the results of interest, one should consider the
residual line of sight velocity

6v2 V12 - (1.20)

where is the velocity ($c- -c _ computed by integrating the

equations of motion numerically with the reference potential model U

this can be called the reference velocity. The residual velocity is what
is likely to constitute the data in a real life situation, and has been
taken for such in the error analysis of Section 3. Removing the reference
velocity (at least in the ideal case where the model truly represents the
field up to degree and order NM) has the advantage of taking away the very
large effect of the second zonal whose presence is undesirable from a numerical
point of view. As the computed orbit is likely to reflect very closely
the effect of the attraction of the Sun, the Moon, and of the major planets,
as well as the indirect effect of the tidal deformation of the Earth, the
residual data are likely to be freer from these unwanted gravitational signals
than the original data, resulting in less interference with the desired
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information. Non-gravitational effects are removed, presumably, by the

drag-compensating mechanism .

The time-derivative of the residual line of sight velocity is

d *T *(c)T (c), .T *(c)T (c).T *(c)T (c)
5v12 (7 (- 12e1 2-x1 2  _12) = x12 e12 - X12 el +x12 e12 - Xi2 112

• T ..(c)T(c)+T" -*T e_ *(c)T *(c) -*(c)Tjc) (c) _ (C)
X 12 e12 -X12 e 12 + _ 12 e12 e 2 P 2( 12  12 _I 2 e-12)

=E1-(c) T .T -. *(c)Tx(c)+ .(c)T T ( 2eiz2
1 -12 ) 2+P 12X12- X12 12  12  e .12

(1.21)

assuming that the computed orbit differs from the true orbit by only a few
meters, as it is believed tqc~e the case wKIeT using contemporary tracking
data and field models, so 12ze12 and C .p . The first term in (1.21)
is the residual inertial line of sight acceleration, so the seopd term
corresponds to the discrepance between 6v1 2 and 6a, 2 =a1 2 - • This
second term can be written

: *T _* e (c)T en (1.22)

where en  is the unit vector pointing outward along the normal to the
line of-sight. Therefore

6;12 = 6a,2 + e

= 6a12 + 0- 1 6(6__T2 en) (1.23)

So far the rigorous analysis. How large can c be? Taking the mean
value of e over all rotations

M{E1 - M{6(*T e)2} = p 1 ( S n Sn(c )) (1.24)
m=1 m=1

here 5m land nc) are the average power at m cycles per revo-
lution in xnn naa i T en , r!spectively. These are, probably,
of the same order of magnitudeas .2 t,2 and 2 e12 . As the model is
restricted to cal frequencies of NM cycles Der revolution or less,
it should be Sn(c)=o if m>NM . Replacing SMO with the Sm in (.24),
for m> NM the summation should add up 

to

M { (1.25)
M (£1 m= M+l S

m> NM

where m symbolizes the contribution to E from frequencies above
NM . Comparing the mean value for the mth component of £ to the root
mean suare value for-te corresoonding component of 6a12 , or m I
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____ iS M * m (1.26)

J .... .

1m 

-

if Q=300km and w1.2 x 10-  . Tn spite of the presence of P , this
result is, in fact, dimensionless. From Table 1.1 follows that for NM=20,
for instance, the right hand side of the expression above is 5. x 10-3,
Rummel (1981) has found, by a similar reasoning, that the ratio of
N r.x1 21 to the total rms of 5a.1 (with NM=20) may !.e 1'ess than 1.5 x 10 - 7,

which may be in agreement with expression (1.26): the relative error de-
crea~es with frequency because of the m-' factor and of the fast decay
of 4 with m , so the total ratio should be less than the Partial ratio
at m=20 . Clearly, there are several assumptions involved in the~e results
which have no obvious justification, except that they are not too unreasonable.
As the question of "reasonable" or "unreasonable" is a tricky one, this
author would conclude that, at this point, the omens look favorable for
the model of the line of sight signal proposed here, but detailed studies
should be done to verify this question further. It is not just a matter
of deciding how to conduct an error analysis of a SST mission, but also
whether it may be possible to find an algorithm for reducing the data from
such a mission which, along the lines explained in section 5, could be
capable of resolving potential coefficients to a much higher degree and
order than it is possible at present with existing techniques. One way
of conducting a more conclusive study of this matter may be to compute
simulated orbits using a field with a broad spectrum, such as that of the
point mass model used by Wagner and Colombo (1979), making this model rotate
like the Earth, and to compute also the orbits corresponding to a "model
potential" consisting of the first NM harmonics of the point mass field.
From both sets of orbits one can obtain all the information needed to calcu-
late the two terms in (1.23) and to compare them with each other in various
ways, thus throwing a much brighter liaht on this whole subject. The field
of the point mass model referred to above has, roughly, the same Dower
spectrum as that of the Earth, but it is very easy to compute because it con-
sists only of 200 mascons.

Not only the issue of the accuracy of the model proposed here for
the line of sight signal can be clarified by numerical studies, but perhaps
better models may emerge that share with the present one all the practical
advantages and that are also truer to the real situation.

The model chosen for v1 2 in this work is not a1 2  but, as explained
in the previous paragraph, a1 2 = a1 2 - a0 , where ao is a term independent
of ¢ and X , about which more will be said in section 2, and
equal to the contribution to a12  of the zero harmonic and of the zero
frequency terms in the Fourier expansions of the even zonals. It could
be argued that the difference between this and the model used by previous
workers (who like Rumnel, have chosen v1, = a1 2) is trivial, because
a, must be almost entirely removed when the reference velocity is substracted
from the data. This is true only if the orbit along which the reference
velocity is computed coincides with the true orbit. In general, this is
not the case, as orbital errors are present in the reference orbit. Because
of these errors, the "removal" of the zero harmonic and even zonal effects
accomplished by substracting the reference velocity is not as thorough
as if such effects had never been included in the definition of the time-
derivative of v1 2 , as proposed here. If left in, the very large pseudo-effect
of the zero harmonic would give the impression that orbital errors
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have an influence on the stimated potential coefficients that is

more important than with the present model. Therefore, the choice between
the two models is not at all trivial. This is another aspect that could
be clarified by careful numerical simulations.

-16-



2. The Mathematical Model

This section presents the observation and normal equations for the adjust-
ment of spherical harmonic coefficients of the Earth's gravitation potential
from low-low tracking data. These equations are derived here under some sim-
plifying assumptions. The admissibility of such simplifications is discussed
elsewhere, particularly in sections I and 4.

2.1 Simplifying Assumptions

Computations involving spherical harmonic expansions can be speeded
up greatly if there are regularities in the distribution of the data. While
such regularities may not occur in reality, actual and ideal distributions
may be close enough to each other to ensure that the results obtained for
the ideal situation are also applicable to the real one. The assumptions
in question are:

1) both satellites describe coplanar, circular, polar orbits with
the same geocentric radius R and with the same mean angular velocity ;

2) the plane of the orbits is fixed in inertial space, and fluctuations
in the geocentric angle * between the two satellites are disregarded;

3) the Earth's angular velocity vector is fixed in inertial space,
its magnitude is constant and equal to Q , and its direction coincides
with that of the figure axis;

4) the mission lasts an integer number of days No ; w and f2

are commensurable, so the groundtracks of the satellites repeat themselves
(for the first time) after ND days; the total number of revolutions of
the mid-point between satellites, Nr , is prime with resoect to ND

5) there is perfect compensation for ionospheric propagation, for

radar pointing errors, and for all non-gravitational forces such as drag

and solar pressure; the attractions of the Sun, Moon and major planets
have been accounted for exactly when computing the satellite reference orbits
and velocities (the data consists of residual velocities, i.e., differences
between measured and reference values);

6) data are sampled at constant intervals of At seconds without

interruptions during the whole mission; there is an exact number Np

of sampling intervals in the total time T = ND x 24 x 3600 s , and

Np = -t is an even number;
the sampled values consist of the residual line of sight velocities

averaged over Aa seconds, where Aa t At ;
8) all data errors are uncorrelated, have zero mean, and the same

standard deviation;
9) the line of sight inertial acceleration differs from the time deriva-

tive of the line of sight velocity only by a function of r (constant
for a circular orbit); •

10) at satellite altitude, the detectable gravitational signal is confined

to harmonic terms of degree no larger than N = 331 ; the hi hest frequency
in such terms is less than half of the sampling frequency A- c/s
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11) The only source of uncertainty is the presence of errors in the
measured line of sight velocities.

Assumptions (5). (6), (7), and (8) by and large state what a perfectly
successful mission should produce in terms of data; assumptions (9) and
(10) have been explained already in section 1; assumption (11) is basically
sound if assumption (9) is admissible, because as mentioned in paragraph
(1.3) and further argued in section 4, (9) implies that the coupling between
orbit determination and field modellina is weak, so orbital errors,
provided they do not exceed a few meters, have little effect on the recovered
potential coefficients. Assumptions (1) through (4) define a simplified
geometry, the validity of which is treated in detail in section 4.

2.2 The Extended Legendre Function

The equation

n (-l)m(2n!) cosmn [sinn-T (n-m)(n-m-lL nn-m?

L nmW =s 2nn!(n-m)! " 2(2n-) si

+ (n-m)"... (n-m-3) sinn-m$4  (2.1)
2.4(2n-1)(2n-3)

defines the function Lnm of o that has the following properties:
dh Lo

h -

(a) Lnm( ) = Pnm(sin ) and d Lnm(O) -h Pnm(sinq) if < 4 <

(b) Lnm(0) = Lnm(-P) if n - m is even (2.2,a)

Lnm(0) =-Lnm(-o) if n - m is odd (2.2,b)

Lnm( ) = L nm(7-0) if m is even (2.2,c)

Lnm( ) =-Lnm (7-() if m is odd (2.2,d)

in the interval 0 5 0 5 2 .

From (a) and (b) one can infer that
(1) L (o) is even if n-m is even, odd if n-m is odd;nmn
(2) Lnm(45 has a finite Fourier expansion where the highest term is the nth
harmonic and only sines or cosines are present, depending on the parity of
(n-m):

Lnm(¢ ) = Z hn m cospo if n - m is even (2.3,a)
p=O

Lnm(¢) = hnm sinPO if n - m is odd; (2.3,b)
P=O

(3) Lnm(W) has half wave symmetry (Lnm( )5Lnm(-0)) if m is even, and
half wave antisymmetry (Lnm(0)=-Lnm(r-O)) if m is odd. Sums of sines
or of cosines which have such symmetries can contain only even or odd harmonics,
so the Fourier expansion of Ln must have only even terms if n is even,
and only odd terms if n is odd. As a consequence, the Fourier coefficients
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hnm with p of opposite parity from n are all zero;
(&) Lnm( ) is continuous and infinitely differentiable in 0 2-
ano takes, together with all its derivatives, the same values as Pnm and
all its derivatives in the interval - -< ' -

The function Ln is the analytical continuation of Pnm in the interval
0 :5 s27 , and can %e called for this reason the extended Legendre function of
the first kind, degree n and other m in 0 : 5 27 . Multiplying Lnm
by the same normalizing factor as Pnm one obtains the fully normalized
extended Legendre function

- nv+-" Lnm(P) if m0 (2.4)
[nm( ¢)lL m(24n2(2n+m)J l-m L nm() otherwise

Consider now the spherical harmonic of degree n and order m

nm(,) = Pnm(sino) ,si} m A (2.5)

The maximum circle containing both poles and the point ( =O,X) on the equator
consists of two meridians, of longitudes X and A+-T , respectively. Along
this circle, points can be ordered according to a parameter 4' in the
interval 0 ¢' 27 , which increases continuously from (&'=0,A) towards
the N pole and beyond. The geocentric latitude 0 , on the other hand,
first increases towards the pole like p' , but on crossing the pole begins
to decrease again as it approaches the equator at (=0,A+r), and it is negative
in the southern hemisphere. The harmonic m is a continuous function
of ¢' along the meridional circle, the same as its derivatives, and it
follows from (2.5) and (2.2,c-d) that

(7 ,+L (sine) I"-osl 4X+")

nm :Pnm( i sin
('1)m Pnm (sine) {cosl m A

Cn m  s i A
(1 CsIn m X

nm(¢ ) {sin m =nm

This relationship shows that by using [nm and 0' instead of Pnm and e
one can formulate ?m avoiding the cl:mplications that would arise otherwise
because of the discontinuity in the va'ue of the longitude at the poles.
This is not a real discontinuity in the function ?(m , but merely a conse-
quence of the way in which longitudes are defined.

Replacing L W) with its Fourier expansion (2.3,a-b) the harmonic
becomes

n
nm ( ',) : pmcosP' ,s m if n - m is even

p=O sin (2.7)

nI Fm sinP$' -sl m A if n - m is odd
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where h nm if m 0
fnm : i"Thp

p r nm otherwise
hm p

and there are orly even Fourier terms if n is even, and odd terms if n
is odd.

2.3 Time Series Exoression of the Inertial Line of Sight Acceleration

Reasoning as in paragraph (1.2), but considering the line of sight
oriented along a meridian (polar orbit) instead of along the equator, one
gets the following expression for the line of sight relative inertial accel-
eration

a12  a, - a 2

_T (S1 ) 5 + (Si) a (S 2) _(SZ) a
e2(r. ar S) 0 a. (Si) -rE a r(P2) + 't a : (S2)

= -(a r(SI) + ar(S 2)) sin+ + (ad(S) - a($S2)) cos+ (2.8)

where terms containing the "across track" acceleration a, have been dropped
because _o is always normal to the orbital plane and to the line of sight.
Writing the radial and "along track" components ar and ao according
to (1.8,a-b), replacing Pnm with tnm , and choosing the mid-point coordin-
ates 0' = , I = A A as independent variables,

aGM N n
a1m,'X {(n+1)EE w 4 ) + nr '+-) sin -
7 n=0 m0O nmz

da ,n.
*+ [nm -4? 'nm 'I7)] cOsT !'r) cosm X

+ Snm sinmX ] (2.9)

where N is the smallest degree such that Cc' =0, n>N , according to the
bard-limited assumption. nm

Since - n nm p(SLnm ( ' + 6)  = p 1 0 m Isn ('+8
nm p=O

(cosp(p"+8) if n-m is even, sinp( +S) if n-m is odd), it follows from
elementary trigonometric relationships that

n ( m 
1cos po'cos p - sin p,' sin psnm0 = sin p'cos p + cos p,' sin pB

tnm(n P) I tnmOS+Pi 2
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while np n jsinInto@'- 7- [m(¢+  -]:2 Z p -ind Lp

and therefored t n nm p scos 
i  (2.10,b)d [ N (0'- - Lnm(¢'+ - ) J 2 1 Bp sin Pl- {sn Pt'TT P=O

From expressions (2.9) and (2.10,a-b) follows that
N n n ' opCO ,

aI(R, ) V N n [ nm (n+1) cosp sIn"
R , n=O m=O p=O P

n D sin Cs O CO p] ()n [C m Cos m' + Snm sin m\
+os 1 1im inz O' sin p' [nrnO i mP=O P(2.11)

is the relationship between the value of the line of sight relative inertial
acceleration for the two satellies and the spherical harmonic coefficients of
the gravitational potential, the Cnam • Carrying out various multiplications
indicated in (2.11), and making use of the trigonometric equations

2cos P." cos mX = cos(pV'+ mX) + cos(po'- mA)

2cos On' sin m', = sin(p '+ mX) - sin(p@'- mX)

2sin Pc. cos m\ = sin(po'+ mX) + sin(p@'- mA)

2sin P ' sin mX = -cos(pW'+ mA) + cos(po'- mA)

leads to tn. expression
M [Cn (a)n anm cos(p¢'+mX)+cos(pO'-mX)j
aO m n G p= sin(pO'+mX)+sin(pO'-mXA')

n=Om
f(nI nm sin(p '+ mA) - sin(p'- mX)

nm p=o p '-cos(p@ + m\) + cos(p -2

where apnm nmp [(n+1) cosp f sin -+p sin p- cosf-] (2.13)

so nm: 0 if n and p have different parities (par. 2.2, remark (3)).ap.,

Introducing time as the independent variable through the formulas

S= CWt]mod 2n (2.14,a)

and X -[Qt]mod 21T (2.14,b)

and introducing the scaled harmonic coefficients

Cnm nm GM (2.n5,a

a )n GM (2.15,b)
nm nm T T
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expression (2.13) becomes

N n - p nm cos(pw + rmn)t + cos(pw- mQ)t

n=O m m P=O p sin(pw + nlQ)t + sin(pw - mQ)tr

+ n a nm f-sin(pw + mQ)t + sin(pw - nl)tl (216)
+ S pn O p cos(pW + rMI)t - cos(pW - fnI)t 2

This last formula shows a12 as a time series representable by a finite Fourier
series where the angular frequencies present have all possible values py 1 nt, O
p . m N , and the Fourier coefficients are sums of terms of the type C'nm anm
and S anm respectively. The time origin chosen should not influence the
outcome of ?his analysis. The choice implied by (2.14,a-b) corresponds to
t = 0 when the mid-point between the satellites is directly over the equa-
torial point (0,0).

2.4 The Correction Term

As explained in paragraph (1.2), the model for the time derivative of the
relative line of sight velocity used in this study is not the relative inertial
line of sight acceleration a,2 , but this acceleration minusa time-invariant
term ao (expression (1.13)).or modified acceleration a1 2 . According
to (2.16), this time-invariant part can only be due to terms where
pw± mQ= 0 . As indicated later in paragraph (2.6), one of the assumptions
made in this study imply that pw ± mQ2 0 if 0 < m N so this leaves
only the case p=O , m=O , corresponding to the even zonals, n=O in partic-
ular. Therefore, the corrected acceleration is

a12(t) = a12(t) - ae

where N nO a n GM
,= a no = ao no R (2.17)
n 0 n n =0

is a term that depends only on R , as expected.

2.5 The Observation Equation

One of the assumptions made in paragraph (2.1) was that the orbits
are periodic with a period T equal to the length of the whole mission.
Consequently, the various angular frequencies (pw ± mQ) present in the right
hand side of (2.16) are harmonics of fundamental frequency wo =- . The
modified line of sight relative inertial acceleration a1 2  is reg rded
here as the true time derivative of the relative line of sight velocity,
in accordance with expression (1.13). Therefore

v12(t) = ft a12 (t) dt + v12(0) (2.18)

Because of the assumption of orbital periodicity, replacing the integrand
in (2.18) with the difference between the right hand side of (2.16) and
ao according to (2.17), and integrating this difference term by term, one
gets the following expression, where no zero frequency term is present:
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N n n sin(pN + mo)t + sinIF - m )t

v12(t) = n nm p  pw

n=2 m=O p=z -cos(pw+mjt- cos(pW - I)tFw + m Q pw - m "

, . n IP+Pt . - cos(pw-'MPIt
i n Z nm Pw + m 2 pw - mO2+ ( (2.19)

p=z sin(p + rt - sin(p -m)tpW + M Pw - m

where {0 if m $0 (2.20)
z

(1 if m =0 and where Ct , , S11  have been dropped as
unknowns, because the origin of coordinates
coincides with the geocenter.

The actual observations consist of time averages V12 of the measured
relative line of sight velocity. This averages are taken over identical
intervals of length Aa seconds, spaced At seconds apart. The signal in
the observations is, then, the line of sight velocity averaged over Aa

v12(t) = 't- Aav(-) dTAa SJtm)tA) S(pamvlA}

N n 2 m 0  i nm I(p + mz) (p - mn22n n : n apl -C(pw+ m' t,Aa)+ C(p m2)t,Aa)

I a nm W + MPI" (pW m)2

Am tnm  -a
M=z S( p -+ mQ),~a-S(p-t,a 2.1

where (1p m ) (, . )

( m')t, Aa) = cos(pw _ ,)t sin(pw _ a-) Aa

+ sin(pw + im)t (1-cos(pw ± mP) Aa) (2.22,a)

and
S((pw ± m(2)t, Aa)= sin(pw ± rfc)t sin(pw ± m.) 6a

- cos(pw ± n)t (1-cos(pw ± m) Aa) (2.22,b)

The observed value at ti consists of 12 plus the measurement noise
average over t.- Aa .t • ti , or ni

+ n- = v Aobs) (2.23)

Rearranging the order of summation with respect to n and m in (2.19)
and replacing the result in (2.23) one arrives to the observation equation as
it will be used in the error analysis

N N n S((P+ m)t ,Aa)+ S m{{pw -m ti ,a)f a nm - (P + mp)2 (pw -m)-a m10o dnm Za
Sax(m,2) p2z -C((pw mn)ti ,Aa) - C( (j - m)ti ,Aa)

I-(pW + MQ)2 (pW .f2 2
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a-m mQ tAa) - = v (ObS)Lr

p + mt i)tia) - (J_, - tiAa)n n (pw + mo), (Pw - mQ) 2  (i
+ m pI z p S pj + rtUi Aa S pw mQ~i 3) V(obs) Lri

I p + I (pw - mQ) (2.24)

where max(m,2) indicates the largest of m and 2 , and where ri is
the residual or difference between the measurement and the value calculated
by replacing the CQm with numbers in the left hand side. When these
numbers are the true values of the unknown Cm and the model is perfect
(as it is supposed to be in the case here), then

r. = n.

(all this is in keeping with established practice in geodetic )iterature).
Consider the following vector notation

= r(O) (At) i0A t) v( T-At= (Np-)Lt)]T

112(obs ) = 12(obs) v12(obs). I (obs) " 12(obs)

(2.25,a)

= ECn C r, . . .. r T(2.25,b)

C-m = . .+)m" T (2.25,c)

c- [ cs cs Tm S rT  (2.25,d)

where v 2lobs and r are both N- vectors and c is a Nc - vector,
Np being the otal number of observations (some 3.9 i 106 measurements
over six mogus if At 4) and Nc = (N+ly- 3, the number of coefficients
in the band.) 2 ' n N . The set of all observation equations, or system
of observation equations, in matrix notation, is

Ac = 12 (obs) + r (2.26)

where A is the No x Nc matrix of the observation equations. The unknowns,

according to (2.2 ), are the scaled potential coefficients C7 m , instead
of the actual coefficients Cam, which are the ones desired. Once the
C~m are known, however, the m can be obtained by a trivial operation
based on (2.15,a-b). The same is true of the standard deviations, which
are the quantities relevant to this error analysis.

The observation equation (2.24) presents the relationship between data
and unknowns in time. The corresponding relationship in space can be obtained
directly from (2.24) by replacing 4' and X for t in accordance to
(2.14,a-b). The temporal representation, however, makes the overall treatment
of what is to follow simpler, and is adopted here for this reason.

(1')Coefficients with n > NM are actual field coefficients; with n e NM
(NM being the highest degree in the reference field model mentioned in para-
graph (1.2)) the Cam correspond to residual coefficients: the differences
between the actual coefficients and the coefficients of the model, if the
data consists of residual velocities, as assumed in section 3.
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2.6 The Condition that Nr and Np be Relative Primes

If Earth rotation and satellites revolution are congruent over the
length ofthe mission, the total number of revolutions Nr and the total
number of days N are both positive integers. According to condition
(4) in paragraph .1 they are also relative primes, i.e., without common
factors other than the unity. As shown here this property rules out certain
relationships between the frequencies pw t mQ in (2.24), the absence of
which simplifies the mathematical treatment of the error analysis, as it
will be explained in paragraph 2.7. Taking m in the interval -N s m N
pw ± mQ can be written more simply as pi + mP . The -elationships of
interest have the form

pw + ni = jw + qQ (2.27)

where either p t j , m $ q , or both. The question as to whether such
relationships are possible can be answered in two parts:

(a) Case where m t q:

If (2.27) is possible, then

= : (2.28)

where wo is the fundamental angular frequency of the missi p: o = 2

As both Nr and ND are positive it follows that 'Z= _ soiJ-P ( D s

Im - qj ND = Ij - pj Nr

As Im-qi ND and Ji-pt Nr are both positive integers and Nr and ND
have no common factors, it must be Im- qj = Nr K for some K ) I , so

Im -q z Nr (2.29,a)

As -N s m • N and -N i q s N , it follows that, under the band-limited
assumption,

Im - qj i 2N (2.29,b)

As a consequence of (2.29,a-b)

Nr 2N (2.29,c)

if (2.28) is true. In the present case, the number of revolutions over
six months with the satellites ata height of 160 km exceeds 2900, while the
maximum degree n of the harmonics in the band considered here is, according
to paragraph (1.2), N = 331 . This means that 2N < Nr , contradicting
(2.9,c) and thus, (2.28). Therefore, for the given satellite height and
field bandwith, (2.27) is impossible if in 0 q

(b) m-q:

In this case (2.28) is never true, because the first member is always
zero except in the trivial case p = j , where it is indeterminate. Therefore
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(2.27) is also impossible when m = q and thus, whenever either p j
or m t q apply.

An immediate consequence of the impossibility of (2.27) under the assump-
tions of paragraph 2.1 is that

pw ± mQ = 0 (2.30)

is also impossible, except in the trivial case p = 0 , m = 0 , which has
been excluded by the way in which the modified line of sight acceleration
is defined (see expressions (1.13) and (2.17)). Since the rate of precession
of the node of a polar orbit is nil, condition (2.30) corresponds to what
is known in satellite geodesy as a resonant orbit. So the assumption that
Nr and ND are relative primes excludes resonances. This means that the
orbit is not allowed to repeat itself after a number of revolutions that
is a submultiple of Nr , so no sub-cycles occur within the grand cycle
whose period is the length of the whole mission, i.e., T seconds or ND
days. Because of this, the sampling of the gravity field over the face
of the Earth is the most even that is possible, as with resonances many
arcs would be superimposed, so the "footprint" of the mid-point between
the satellites would cover the ground rather coarsely. Without resonances,
the arcs are all different and, thus, better spread out.

In reality, resonance is most unlikely to occur exactly: the actual
situation is much too complicated. How realistic is, even so, the assumption
that Nr and ND are relative primes? While perfect congruence (both
numbers integers) is also quite unlikely, the situation need not be too
different from that implied by the assumption. Choosing ND = 179 (a prime
number) and Nr = 2933 (another prime), both are then relative primes.
For the satellites to orbit, at 160 km, 2933 times around the Earth in precisely
179 days, a change in w of only -4 parts per thousand from its actual
value is needed or, equivalently, an increase in Q of 4 p.p. thousand.

2.7 The Scalar Product of Two Columns of the A Matrix

If the Nn - vectors a m and a~q are the columns in the matrix
of observat on equations A of (2.26T corresponding to the scaled coefficients
C(m and C q, respectively, then their scalar product

a = L ( )T P-=q N-1 CL(ti ) 8(ti)
Pnmkq = ( a a a (2.31)

nm -q . anm kq
i=O

should depend, according to (2.24), on what the mission parameters Aa , At
and y are, and also on the values of sums of products of cosines and sines
of the various arguments (pw ± mQ)t i , where the discrete values ti cover
the whole length of the mission. The products of the columns of A have
to be obtained as part of the formation of the normal matrix of the adjustment,
the inverse of which provides the a posteriori accuracies that are the main
objective of the error analysis. Sums of products of sines and cosines
sampled at regular intervals are strongly influenced by the relationship
between the sampling frequency (inverse of the sampling interval At) and
the highest frequency in the arguments of the trigonometric functions involved.
In particular, it is important to know whether the highest frequency is
below the Nyquist frequency (one half the sampling frequency) or not, in
order to choose the most convenient treatment for those sums of trigonometric

-26-



products. In the case at hand At = 4 s, so the Nyquist frequency
is

NY = 1 cycles/s

= 0.125 c/s

while the highest frequency, corresponding to the term (Nw + NQ)t is,
for N = 331.

fX= 331 +Q) = 0.066 c/sfma x S

Therefore,

fmax < N (2.32)

or the highest frequency is less than the Nyquist frequency. Under this
condition, the following formulas apply:

SN p ' N p '

ij 0- cos(pw ± ms)t i cos(jw ± q~)t i = O sin(pN ± m%)t i sin(jw ± q±)ti

[p.. if (PW ± P) = (JW qP)

otherwise (2.33,a)
p = j= m = q = 0 being excluded, and Np being even;

Np-1

0 cos(pw ± mn)t i sin(jw ± qo)ti = 0 always (2.33,b)

From these formulas, and from expressions (2.22,a-b), one gets

Np-1

I C((pw ± ms)ti,Aa) C((jw ± q!)tiAa)
1=0

N p'1I Np(1-cos(pw±n)Aa) if pwtmnQ

= i S((P -+ff)ti,Aa)S((jw±p)ti,Aa) = = jw±qsl
=0 0 otherwise (2.34,a)

p = j = m =q = 0 being excluded, and Np being even;

Np-1

i C((Pw ± n)ti),Aa).S((jw ± qn)ti),Aa) = 0 always (2.34,b)i=0

As a result of expressions (2.34,a-b) above, of the fact that a nm = 0 if
p has different parity from n , and of the fact that pw ± m P jw ± qQ
if at least p # j , as explained in the previous paragraph, replacing
anti) and a ti) in (2.31) by their respective expressions according
to (2.24), i.e., -27-



n n(ti) - 1 2 a~m { ianm - "a Ipaz

where { 1 is the first or the second bracketin (2.24), depending on a ,
and similarly for a ti) , one gets-kq

0 if o , m t q , n oevent and k eodd

= N, min(n,k) anm akm [(1- cos (pj+ t) aa) + (1- cos(pw-m ) Aa)1
nmkq a p (pW + fC)4  (p i - m

min(n,k) being the smallest of n and k (2.35)

as the expression for the scalar product, which shows that under the assump-
tions the product is zero in the majority of cases. This results in
many elements in the normal matrix being zero as well, which is a major
advantage when setting up this matrix, as only the relatively few non-
zero elements have to be computed. Moreover, as shown in paragraph (2.9),
a suitable ordering of the unknowns groups this non-zero elements in
a block-diagonal structure, so inverting the very large normal matrix
reduces itself to inverting the much smaller diagonal blocks, a crucial
fact as far as the feasibility of obtaining the a posteriori covariance
matrix is concerned. Finally, expression (2.35) shows that the non-
zero elements can be computed from the values of the anm which are
the Fourier coefficients of the Lnm multiplied by scale factors (expression
(2.13)). Because the anm  are zero when p and n have different
parities, because Lnm are expansions of sines only or of cosines only,
and because n cannot be larger than N = 331, the total number of terms
in the summation of (2.35) is much less than that of the terms in the
summation of (2.31), resulting in considerable economies when computing
the non-zero elements of the normal matrix.

The Fourier coefficients can be obtained by computing L m( ') at
regular intervals 4'= - (the highest frequency in Lnm ?0) is
that of cos n ' or sin nT' ) and then carrying out a numerical Fourier
analysis, or discrete Fourier transform, of these values. This is done
in the program of appendix B by means of a mixed-radix Fast Fourier Transform
algorithm chosen on grounds of efficiency. Finding the required value of Lnm
in the interval 0 0' c 2w is simplified by the use of expressions (2.2,a-c)
and of the relationship [nm(') = Pnm(O') if 0 : 0' -J- , which reduces
most of the effort to that of computing the values of Pnm at regular
intervals in 0 S -

2.8 Least Squares Adjustment

Consider the quadratic form

Q = rT Pr (2.36)

where P is a symmetric N x Np matrix and where r is the vector
of residuals -p

r = Ac - 12(obs) (2.37)
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according to (2.24), (2.25,b) and (2.26). The form (2.36) is a function
of c , the vector of potential coefficients, through (2.37). The vector
Z that minimizes the quadratic form must satisfy the condition

(__3Q T = (ATPA) _ - ATp o = 0 (2.38)

c -'(obs) -

(where 0 is a null Nc - vector) so

= (ATPA)-' ATP 1(obs) (2.39)

and the form has a minimum at a provided P is a positive matrix.
Expression (2.39) above can be written

Z= Fp 2{obs) (2.40)

where F is the optimal estimator matrix corresponding to the weights
matrix P . In general c c , because, even if the signal in the data
T'l and the unknown parameters (c) are related exactly to each other
by the matrix equations v12 

= Ac , the data v12(obs) contains noise
n in addition to the signal. The noise n propagates into the estimate

= Fp _Y12(obs) = Fp ( 12 + n) = Fp 2 + Fp (2.41)

resulting in a difference between and c , or error,

- Fp 12= Fp n =-e (2.42)

The variance-covariance matrix" of these errors in a , or a posteriori
random errors, is

E : E {e e T} (2.43)

where E { } is the usual mathematical expectation operator of statistics.
The diagonal elements of the error matrix are the a posteriori variances of
the estimated coefficients, or formal accuracies of the adjustment. If

P" = D = E in T (2.44)

where D is the Np x Np symmetrical and positive matrix corresponding
to the data errors and known as the a priori variance-covariance matrix,
then

En = E {FD a (FD n)TI = E {FD E !!T FD}

= FD E {nT} FDT - FD D FDT

- (AT DV'A)'IAT 0'10 D'1 A (AT D'IA)'I

a (AT D' A)- = G-1  (2.45)

where FD - (AT l'A)1'AT D " -
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Matrix

G = AT D-'A (2.46)

is known as the normal matrix, because (2.38) can be written

Gc = b (2.47,a)

with wt = AT 0-1 V12(obs) 
(2.47,b)

and (2.47,a) is the system of the normal equations. Therefore, when
P = D-1, the a posteriori variance-covariance matrix is identical to
the inverse of the normal matrix. In particular, when all data errors
are uncorrelated (E {ni nj} = 0) and all have the same standard deviation
c, , then

D = 2 1

where I is the unit Np x Np matrix, so

G = AT y I A = C2AT A (2.48)

and the elements of the normal matrix have the form

gnmkq = unmkq (2.49)

where, in the case under study, pO3 can be calculated from (2.35).
Among the important properties of the least squares estimate C is that
of being a minimum variance estimate when P = D-1, which means that
the diagonal elements of G-1  (and, then, their sum or trace tr {Er})
are minimized. If the probability distribution of the error is gaussian,
then the estimate is best in the sense that the a posteriori variancPs
are the smallest for all estimates, linear or nonlinear. Moreover, the
most likely value of c coincides with c , so E is also the maximum
likelihood estimate. When the model v1 2 = Ac is perfect, as assumed
here, and E {n} = 0 , then

E {c} = (AT D'Ar A, D-(E 1;12}+ E {n}) (AT DAAT AT D-A c
- (2.50)

For this reason, the estimate a is called unbiased. Expression (2.50)
further indicates that, in the absence of noise, the estimates are identical
to the true values of the unknowns.

The rather impressive list of properties of the least squares estimator
(2.39) with P = D-1, together with the relative simplicity of the theory
and rather straightforward nature of the calculations involved, have
made this type of estimator the most widely used in geodesy as well as
in many other branches of technology and of natural science. In reality,
models are never exact, statistics never truly gaussian (this would include
cases where the error is extremely large, but such occurrences are usually
edited-out during pre-processing), or even truly known, so the practical
implications of the theoretical properties of the estimator are somewhat
obscure. What is clear is that (2.39) with P = D-1 is a "sensible" way
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of nrocessing data, as it gives larger weights to the better measurements
(those with smaller variances), and less weight to the worst (larger
variances), at least when D is diagonal. if, as in the present case,
all measurements are assumed to be equally good (same 2), then they are
all weighted equally. From the point of view of the error analysis which
is the purpose of this stuoy, the determination of the formal accuracies
requires creatincand inverting the normal matrix G

2.9 The Structure of the Normal Matrix

One of the assumptions made in paragraph (2.1) was that the errors
in the data, the elements ni of n , were random, uncorrelated, and
had all the same standard deviation-o . Consequently, the elements of
the normal matrix G can be calculated from (2.49) and (2.35) which,
combined, give

0 if m t q , a f 3, n I{even, k {odd
if m ,odd and even,

gnmkq NoMi(n k)anm akm r(1-cos(pw+m a a (1-cos(j- mQAa
I -a +

P:Z (2.51)

As already pointed out (par. (2.7)), there are many elements in G
that are zero and it is possible to arrange the unknown to' so that
G exhibits a very convenient structure. Consider the ordering given
in expressions (2.25,c-e) to the elements of c . where[c3 C T T...TT C T]

cm =[Cmm ' '+l)me +2* • NmT

m= [mm i+1)m" " SNm T

and now separate each c and s in two halves _ =, , amd sY= ,

C11m where n is odd. With the unknowns arranged in this way, the c,
sm contain coefficients of the-same order m , the Cnm1cosine" coefficients and the Snm "sine" coefficients, and each of these
are split further according to parity. If all this is done, then G can
be partitioned, as shown in figure 2.1, into blocks Gm . Those
along the main diagonal, or G correspond to unknows of equal order
m , and are further partitionedeach into four blocks, according to o. and
a, and each of these four blocks into another four, according to the parities

of n and k . All G except for those along the main diagonal,
are zero matrices accordlng to (2.51). In the diagonal Gmm only the
sub-blocks where a = 3 and n and k have the same parity (dashed
in the picture) can contain nonzero elements. This sub-blocks are diagonal sub-
blocks, so the whole normal matrix is zero except for those diagonal sub-
blocks: G is block diagonal.

More concretely, G contains 4x(N+l).4 diagonal blocks that are
not null matrices. According to (2.51), the elements of "cosine" blocks
(oL = a= 0) are identical to those of "sine" blocks (a =8 = 1) in corres-
ponding positions. This means that only the 2x(N+1)-1 "odd n" and "even n"
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Gm-1 m-1 0 1 Gm+1m -1

n even I

n odd G1
Gm-1 m . . . . .Gm+1 m

n odd

Gm-1 m+1 k even k odd k even kodd Gm+ m+1

Figure 2.1: structure of the normal matrix

blocks have to be formed when setting up G , and only they have to be
inverted when inverting G . The smallest blocks to be inverted have only
one element and correspond to m = N ; the two largest blocks have
l(N+1) 2 elements each and correspond to m = 0 (zonals) with n even
and odd, respectively. Altogether, the 2x(N+1)-1 blocks contain in
the order of A(N+1)3  different elements, as the blocks are also symmetrical.
In the case of a general symmetrical matrix the total number of different
elements to be computed is, approximately, i(dimension)2 , or (N+1)'
in the case at hand. The reduction in calculations when setting up G
is, therefore, of the order of J-(N+I) . Furthermore, expression (2.13)
shows that the anm can be computed from the scaled Fourier coefficients
nm of the Lnm . As many hp are zero, as pointed out in paragraph

7), the number of operations using (2.51) rather than the general
expression (2.49) is reduced by at least an order of magnitude. All
these savings in computing make the setting up of such an enormous matrix
(3322 elements) quite feasible, although certainly not trivial when one
adds to it the effort needed to obtain the values of [nm from which
the .nm are then computed by Fourier analysis to give the anm according
to (2.1). This whole operation required 50 c.p.u. minutes in the AMDHAL
470v/VI-II computer at O.S.U., using double precision and FORTRAN H
extended in the highest optimizing mode. Another advantage of (2.51)
is that it permits the setting up of the normal matrix without first
having to form the observation equations matrix A , which is truly gigantic
(3.9 x 106 x 11 x 10' elements).

The inversion of a general matrix of the size of G , since the number
of operations required to invert a d x d matrix is of the order of
d', would be impossibly laborious, requiring something like (N+ 1)6 operations, or
thereabouts. As only the small non-zero diagonal blocks have to be inverted,
and only half of those are different, the actual number of operations is
of the order of h(N+I)4 , or some 96 (N+1)2 = 1.06 x 10 ' times less
than for a generai matrix. Using the same computer, compiler, etc. mentioned
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above, the inversion of G required some 15 min of central processor unit
time. This is still a very large number of calculations. However, because
the inversion involves the processing of independent blocks, each relatively
small, the rounding errors due to finite register length (64 bits each dcble
word) are confined so they can not affect the results in any appreciable
way. Another property of a block-diagonal matrix is that, as the blocks
are created and inverted independently, the whole procedure is ideally
suited for parallel processing.

The programs used to form and invert G are documented and listed
in appendix B .

2.10 The Existence of G- '

Differential measurement-, such as the relative line of sight velocity
between the satellites, tend to be associated with observation and normal
matrices that are rank -defficient, so it is reasonable to wonderwhether
the inverse of G , so important to an error analysis, does in fact exist
at all. As shown here, this is not an entirely idle question, because
there are cases where G is singular, though fortunately not with the
mission parameters chosen in this study.

Two trivial examples of singular configurations are = 0 , when

the whole matrix A vanishes, and G with it, and = T, when all
the columns of A corresponding to odd harmonic degrees are zero. If
A is singular, G is singular too, so G-1 does not exist if

Az = 0

for some
z 0

Callinq Znm to the element of z corresponding to in c , then,
according to (2.13), (2.22,a-b), and (2.24), the elements Yi of the
vector y Az have the form

SN N
m f sin (  - (2.52,a)

6=0 m=O p=z pm sin

where 1 N
I I ajm f(Aa) Z. (2.52,b)

pm Ctm- (25M,

with 1 1 sin( ± mQ)Aa
f(Aa) = ±pw ms) 1.cos(p±msba ;

aJm = hn E(j+l) cosp sin- + p sin p (expression (2.13))
a i p snP cos

Expression (2.52.a) is a Fourier expansion with coefficients f- , and it

can be zero only if all such coefficients vanish, as long as the sampling
rate is higher than the highest frequency in the expansion, as it is
the case here according to paragraph (2.7). In general, some elements
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of z can be zero, so assume that Z"m is the element of highest degree
and order that is not zero. In such case, (n - + 61) is the highest angular
frequency in Yi .-- he only terms of this frequency are f; sin(nu, + n2)
and fnm cos(nw + rM) which cannot cancel each other out. For both
to be zero for all t- must be f~m n nm = 0 . The other relevant
factors involved in (.52,b) are: Znm , whjcq is assumed to be not zero;
nnm which is the Fourier coefficient of [ of highest frequency
and cannot, for this reason, be zero; sin nu + m.) Aa and 1-cos(n- + m2)La
with %a > 0 , which cannot be simultaneously zero because for this
to occur must be (n w+ m-t • ( + m~a = k27 , as .a At , but this
is precluded by the sampling ratio t- being more than twice the
highest frequency (nw+nQ)/27T and, therefore , (nw+Mrn 4a < (nz+n) .t< 277

The only way in which the terms of frequency (n- + m-) can vanish for all
ti , for a given v , is that

(n+1) cosnl sin- +n sinn -cos- = 0 (2.53)

for some n in 2 s n - N , as n =0 and n = I have been excluded
from the model (paragraphs 2.4 and 2.5). This is a necessary condition
for G-1 not to exist. Conversely,

(n+l) cosn sin 7 +n sinn cos 0 (2.54)

for all n in 2 . n N is a sufficient condition for G-1 to exist,
or G not to be singular. Fortunately (2.54) is met by all n in
2 ; n c 331 with the chosen inter-satellite distance of 300 km (1P approx.
0.046 rad). According to (2.53), the critical values of iP at which
(2.53) is met for some n in the band must be isolated points in
0 s . 2 . If coincided with some ,and this were truly a point
of singularity (remember that 2.53) gives only a neesar condition),
then one could choose y = T + 6, with 6p arbitrarily small, and G"
would still exist. From a practical point of view, G should become
increasingly ill-conditioned as Sy - 0 and singularity is approached,
so eventually it would be impossible to calculate G-' numerically even
when, theoretically, the inverse does exist. For that reason the stability
of the numerical inversion of G should be chec!,ed by obtaining the dif-
ferences

az = z - G1'Gz (2.55)

where G-1 is the computed inverse and z an arbitrary Nc vector whose
components are chosen from a sequence of random rumbers. The stability can
be judged from the number of significant fiqures that z and G-1 G z have
in comm.vn.

For small , as it is the case with intersatellite separations,
the first term in (2.53) can be much smaller than the second term, so
the necessary condition for singularity can be written, after some obvious
simplification

sin n -. =0 (2.56)

which is met for those critical values o where no = 0 , 2,r , 4, .

k2r , . Looking at the derivation of 2.13), on which (2.53) is based,
one can see that the term ignored corresponds to the effect of the radial
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component of the inertial acceleration on the line of sight velocity. In
a flat Earth this component would be always perpendicular to the line of
sight and have no effect at all, so (2.56) could be applicable to a flat
Earth geometry. Breakwell (1979) has used a flat Earth approach, his
results showirg peaks in the noi;e to signal ratio, or percentage error,
at those spatial wavelengths y satisfying the condition . = k) with

k integer. The spatial wavelength on the sphere for a harmonic of degree
n is 2 ; replacing y with _4Z in "Breakwell's condition" ,p = ky
one gets (2.56). A singularity in the operator involved, the G matrix
for instance,would result in the relative error being infinite at some
wavelength, indicating complete loss of information at .e corresponding
frequencies due to the differencial nature of the measarements. While
such singularities were not found in the spherical Eorth analysis reported
here because of the parameters chosen, there were nevertheless, some
very gentle and broad ripples in the relative error as a function of
the harmonic degree n , with maxima at those degrees where nm was
closest to k2n , as the reader can see by looking carefully at the results
listed in .appendix C .

2.11 Least Squares Collocation

In general, a linear estimator of c from V12(obs) has the form

= F Y.2(obs) = F(.12 + n) (2.57)

where F is the Nc x NP estimator matrix. In the case of least squares
adjustment, as the reader may remember, this matrix was called Fp (expres-
sion (2.41)). As the least squares estimator of paragraph 2.8 is unbiased
when the model Yv2 = Ac is perfect, the error in is due purely
to the data errors:

e = c - -Fn (see (2.42))

The purpose of least squares adjustment is to minimize the covariances
of the elements of e. or, equivalently, the trace of the error matrix

E = eT } = E I Fe eTFT = FE FT  FTE FE { FFDF (2.58)

Not all linear estimators are unbiased. In general

e c - F 2 1 0 (2.59)

where e is the Nc -vector of bias errors in e . The gravity field
(c, is "deterministic" (albeit unknown), while the noise n is

"stochastic", and the errors ih e that one and the other give rise
to are also "deterministic" and "stochastic", respectively. What this
difference boils down to is that the noise can be interpreted mathematically
as a random process while the field and the bias cannot. To obtain estima-
tors that minimize the total error (bias plus the effect of the noise)
a method known as least squares collocation has been developed (Moritz, 1967, Krarup
1969) that treats both parts of the error in a way that is formally very
similar, by using the operator E{ } for the noise, and the operator
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M {I (average over all rotations) for the bias. E { } is a stochastic
operator, while M j is a geometrical operator. If v, is the bias
in the estimate m and e the effect of the noise, then the error
measure or "covariance" to be minimized is

Q2= M {c- 1 + E {E1 I

This is a hybrid error measure (geometric plus stochastic), but has the
advantage of being quadratic while Lb and c are linear functions
of Y-12 and n , which simplifies the mathematical treatment. The rotations
involved in the application of M { } are those of the system of coordinates
and, "attached" to it, as it were, of the pattern in which the data are
sampled (i.e., the orbits). After each rotation both measurement sites
and coordinates are different, and so are the values measured and the
estimates, together with the bias. M { } averages the error over all
such "possible outcomes" (one outcome one rotation). if the statistics
of the noise n are gaussian, so^are those of zn . If Eb = 0 , one
can determine the likelihood of Cnm being within so many "sigmas" of
the true value, if one knows only the covariance and the mean value of
the data errors. With the "geometrical" statistics based on M { } one
would need, in general, not only M {E} , but the higher moments M {f},
M{bt , . . . as well, as there is no great reason at present to believe
that the gravity field is sufficiently "gaussian" to ignore them. Such
moments can be "propagated" (in the sense in which covariances are "propagated")
from the corresponding moments of the geopotential. The second moment

72
is the covariance function (the Legendre transform of the spectrum cn)
which depends only on the geocentric angle between two points on the
same sphere. Higher moments are functions of many such angles. Deter-
mining the second moment or covariance from empirical data is not easy;
obtaining the higher moments must be even harder, so probably working
with these moments to obtain intervals of confidence is not practicable,
at least at present. In practice, the choice of any approximation technique,
such as collocation, should depend on how well it works for the sort
of problem to be solved with it. In the case of geopotential coefficients
determination, this author has conducted several numerical tests (Colombo,
1981) and found out that the square of the actual errors in can be
very close to their hybrid a posteriori covariances when estimating
with collocation. The data considered, however, were point and mean
gravity anomalies, not SST data. For a discussion of the theory and
applications of collocation in geodesy, the reader could see Moritz (1980).

To treat biases and oropagated errors in a way that is formally the

same, one could define a "variance-covariance" matrix for the biases

Eb = M { T% T (2.60)

As already mentioned in paragraph 1.2, expressions (1.15,a-c),

nml a+, ; M cn kql = 0 if o t , n # k , or

m / q , so the matrix

C : M { ST} (2.61)
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is diagonal. Each diagonal element in C equals

Can , n (2n+l) "1 if n - M

nmkq = (2n+1)-l if n > M

where the 6a; correspond to the discrepancies Cnm-Cnm between the actual
coefficients and those of the reference model (paragraph 1.2). Replacing
(2.59) in (2.60) and multiplying out one gets

Eb M {(c - F 12) (c- Fv " -T= MJ_.T2M. vT2. F + M {F12 12 FT}

SC - 2CATFT + FACATFT (2.62)

because v,2 = Ac . The error measure to be minimized is the trace of the
combined error matrix

ET = Eb + En = C - 2CATF + FACATFT 4 FDFT 
= C- 2CATFT + F(ACAT + D) FT

(2.63)

according to (2.58) and (2.62), or tr {ETI . The optimal estimator matrix
minimizes tr {ET} , so it must satisfy the matrix equation

Str {ET} = F (ACAT + D) - CAT = 0 (null matrix) (2.64)

This equation is known as the "normal" equation. The solution is

F = CAT (ACAT + D)-1 (2.65)

Using the matrix identity

CAT (ACAT + D)-1 = (ATD'1A + C-1) AT D"- (2.66)

(see, for instance, Uotila (1967), equation (29)) the optimal estimator
is, finally, according to (2.46), (2.57), (2.65), and (2.66),

= (ATD-A + C-')- 1 AT 0-1 12

- (obs)

= (G + C-1) ATD "1 12(obs) (2.67)

which, except for the term C-1 , is the same as expression (2.39)
(with P = D-1) for leastsquares adjustment. If all the degree variances
o of the potential are non zero for 2 s n s N , C-1 exists, G + C-1
is positive definite (sufficient condition for F in (2.65) to minimize
tr {ET} ), and (G + C')-' exists as well, regardless of whether G
is positive definite or singular. This is the case in the present study,
so the problem discussed in paragraph 2.10 is not relevant, at least
in theory, to least squares collocation. Ill-conditiunino in G + C-1,
as distinct from singularity, is another matter. Fortunately, the stability
of the inversion of G + C- was as good as for G alone. As C-' is
diagonal, G + C-1 retains the block-diagonal structure of G

Expression (2.63) can be transformed as follows, when F satisfies
(2.64):
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ET C - FAC = C - (AT DA + C" ) ATD -1AC

S[I - (ATD-1A + C-1 ) ATD-1A]C

= (ATD-'A + C-i )[ATD-1ATC- _ATD- A]C

= (ATD " 1A + C"1 )-1I

= (G + C-1 )-1 (2.68)

so (G + C-')-1 is the "hybrid" variance-covariance matrix of the estimates,
corresponding to G-1 in least squares, from which it differs only in
the term C-1 . Expressions such as (2.67) and (2.68) have been used
already in satellite geodesy for modelling the geopotential (Lerch et al.,
1977).

In general, the bias matrix

Eb = (ATD1A + C-1 )-I - E, = (G + C-1) -I- (G + C-)'G(G + C-1) "1

= (G + C-')'C-I(G + C'-)-1 (2.69)

is not zero, so the optimal estimator of collocation can be a biased es-
timator. Before the introduction of collocation in geodesy, the deTiberate
use of biased estimators in this discipline was unusual. In other fields.
statistics for instance,biased estimators have had considerable application, for

example in so-called "ridge regression" (see Bibby and Toutenberg, 1977)
which is formally very similar to least squares collocation. The intentional
use of biased estimators is quite common in communications, control engineering
and in data processing generally, where the Wiener and Kalman filters
have many uses. Both types of filter are, in fact, biased estimators
whose mathematical formalism resembles that of collocation. But biased
estimators are extensively used in everyday life too: every radio and
audio system contains filters that "estimate" the desired component in
the input signal (voice, music) by rejecting those frequencies at which
unwanted signals, or noise, are most prevalent, and reinforcing those
where the desired ones dominate. While the output is made inteligible,
the signal itself has been distorted because those frequencies where
it overlaps the noise have been smoothed out while the others have been
boosted. If no noise were present, the true signal would not be identical
to the "estimate" or audible output, the difference being a bias. The
example is quite germane, as the amplifiers and filters in question are
usually linear, like the estimators of collocation.

Estimating the covariance function or the power spectrum of the
gravitational potential from existing data, always incomplete and imperfect,
isa problem that entails some deep and difficult theoretical questions
(Moritz, 1980). From a practical point of view, one could estimate the
degree variances needed for C in (2.67) and (2.68) from the SST data
itself by using expressions (1.18) and (1.19,a-c) to set up observation
equations relating the average spectral power S. (observable, in principle)
to the unknown jA (0 < n r N), and then adjusting the latter in the
manner proposed by Wagner and Colombo (1979) for high-low SST data. The
short-arc spectral technique discussed there for circular orbits was
later extended by Wagner (1980) to elliptical orbits as well.
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In the last analysis, how well the a" must be known depends on how
sensitive the estimates and the posteriori "hybrid covariances" are to
errors in the adopted values of the degree variances. In section 3 there
is a comparison of results obtained using two different models for the
power spectrum, showing low sensitivity even when the discrepancy between
the spectra is considerable, so this may not be a serious problem.

Throughout the discussion one has considered the estimation of the
actual potential coefficients C m instead of the scaled Zm• The
only real change needed is in expression (2.61), where the scaled elements
of the diagonal of C are

ctc± - (GM) 2 an n 0  (2n+ifnl .
Cnmnm Rn+4 X 4 (2n+l)- 1  n > M (2.70)

After inverting the thus modified (G + C-1 ) matrix, the actual a posteriori

degree variances

1 n
= = I I M{(cLS'm)2 + E{(EVm)}, where ct'V :nm-

can be obtained from the scaled a posteriori variances

I nn M(am)2 + E )2
n :_0 m=O nn

with the relationship
2 02M+ -2 (2.71)

n (GM)2a n

2.12 Accuracy of the Computed Geoidal Heights

One of the main geophysical applications of GRAVSAT should be to
provide an accurate description of the geoid at sea, as reference surface
for oceanographic studies of currents, eddies, etc. The geoid height,
or difference in ellipsoidal height between the geoid and the reference
ellipsoid, is

1 n
N(r, (, X) (=n)n (2.72)

C*=0 n-2 m=O

assuming that all masses are contained inside the ellipsoid. When this
is not the case, and the Ca correspond to the expansion of the geopotential
outside the bounding sphere i.e. those that can be sensed by SST data
for 2 < n N), expression (2.72) can be said to correspond to the free
air geoid. As the geoid experiences periodical and secular variations,
what is discussed here should be regarded as an average geoid for a given
period of time (say, during the GRAVSAT mission),Vut this average can
be corrected for the main fluctuations, such as tidal effects, to obtain
the instantaneous geoid.
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Using the estimated potential coefficients one can compute the first
(N + 1)2- 3 terms in (2.72) (the band-limited assumption does not apply
at sea level)

1 N n
N (r ,l,A) =r CO ?a (b,X) a)n (2.73)

cx=O n= 2 m=O nm nm

and the difference between (2.72) and (2.73) is the error in geoid height

SN n i-1 n Va an

N(r, r C ()n + r 20 O n )
a=O n=2 m=O nm nm r =nm nm r:0 m=O(2.74)

The square of this error is

I N ,A r n n k (a,2n

Oi=0 3=0 n=2 k=2 m=O q=O nm kq nm kq r
c Cnm n <. N

where nm = Cnm n>N

If the Cnm are obtained by least squaresadjustment , the variance of the

errors would be

E 6N(r, P , A)2 O 2 6N(r, P, A)

Keeping r constant and averaging a26N(r,O ,A ) over the unit sphere

(i.e., with respect to q and A alone)

1 2 56N(r ( P ) cos dod X

r 2  a )2n 2 T cos~d~dNnm Okq }  o 'm k_2 ,a,n~k,m,q qE o" nm kq csdd

N
=a ) 2 nr2( 2 a 2n c 2 (a )2n)( 2 7 5 )

rn mnm- - r n (T) + I °n(r

nm n n=2 n=N+1

because of the orthogonality properties of spherical harmonics. In an entirely
similar way one can arrive to exactly the same expression for the mean
square error when the CAm are estimated by collocation, except
that ON is now a hybrid degree variance in the sense explained in
the previous paragraph. As the error depends on r , and r is not
constant on the ellipsoid, one could settle for an "average" error by
choosing r - a , where a is the mean Earth radius, so

N
--* a 2 ( 1 + I 2  (2.76)

m-2 n.N+1

which is the expressiqn used in section 3. Notice that the correlations
between the errors eCnm , which exist when they have the same order
m because (G + C'-)-1 has the same block-diagonal structure as (G + C
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are eliminated from (2.75) and (2.76) by the orthogonality of the nm(t,X) .

To obtain the accuracy of the geoid height computed with the SST derived
model, one has to know the a posteriori accuracies of the coefficients,
represented by the C2Enm, and also the actual degree
variances of the field for n > N . The first we know, to some extent,
as formal accuracies derived from the diagonal elements of (G + C' )-'
the second are largely unknown, as they correspond to the part of the
potential not analyzed yet. Therefore, one must adopt some approximate
model for this spectral "tail" between N and , baseJ largely on indirect
evidence, which means that the estimated contribution of this "tail" to DN,
or truncation error, must depend on rather weak assumptions. A further
problem, of more theoretical nature, is that (2.72) is valid only when
the potential can be expanded in spherical harmonics. When there are
masses above the geoid, as it is the case in reality, the expansion is
known to converge only outside the smallest sphere bounding all those
masses, or external bounding sphere, and not necessarily at the Earth's
surface itself, where it is actually needed. This question is partially
answered by a theorem first proposed by Walsh (1927), reported later by
Keldych and Lavrentieff (1939), and independently stated by Krarup (1969),
according to which there are always spherical harmonic expansions like
the one in (2.72) that approximate uniformly the potential, to within
any arbitrary accuracy, on and above the Earth's surface. A consequence
of this theorem is that the Cnm for n S N , with N finite, in the
convergent expansion outside the external bounding sphere (which can be
detected by SST) must differ from those in some of the internal approx-
imating expansions also by an arbitrarily small amount. In this sense,
the coefficients detected from SST data can be considered to be valid
also at the Earth's surface.

The approximating expansions in Walsh's theorem converge uniformly
to the functions they approximate above the topography. Their analytical
continuations inside the Earth, where they also take definite values,
have no physical meaning and are, thus, free from the natural constraints
that determine the character of the functions represented (potential,
geoid height, the estimation error 3N according to (2.74)) above the
topography or bathymetry (near the sea surface, for example). The free
air geoid, say, coincides in the limit with the true geoid whore, this sur-
face runs above the solid Earth, so it is rather smooth and gentle in
such a region, but it can be argued that it may be much rougher in places
elsewhere, under the terrain. The mean square value of 3N in (2.76)
corresponds to an average over the sphere of radius r = a . This can
be interpreted as a spherical approximation to the reference ellipsoid
after all masses outside it have been removed by an atmospheric and topo-
graphic correction. This is the interpretation made in Section 3, and
it involves a spherical approximation error not accounted for in (2.75).
One can also regard the average as being done on an actual sphere that
dips in and out of the topography and, more importantly, of the equatorial
bulge, so a correction for the masses above this sphere is too large to
be reliably computed. In this case the average includes the squares of
true errors aN above the Earth's surface, and of the analytical contin-
uation of DN below. As the continuation can have a very different character
from that of aN in free space, one may wonder just how meaningful is
this average, how well does it represent the real errors, particularly
where one is most concerned: near the sea surface, for instance. Finally,
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the presence of sharp features such as ridges, trenches, cordilleras, etc.,
results usually in strong variations of the geoid which may cause oscil-
lations in the truncated series of the estimated N(r, p, X) of the type
called "Gibson's phenomenon" in Fourier series, oscillations that may
affect the practical use of the global model in areas that are among the
most interesting from a geophysical point of view. While all these problems
may have simple solutions, none are known to this author yet, so there
may be some need for improvement in our present understanding of these
rather basic questions, and for a grain of salt when taking some of the
results distilled from existing theories. With such reservations in mind,
one can regard the undulation estimate of (2.73) as optimal in the sense
that if the SST data were used to estimate N directly, instead of finding
the Nm first, the result would be exactly the same. This is so because
tne field at satellite height hAs been assumed to be band limited, and
in such case any linear combination of the Nm , such as N(r, $, X)is
according to (2.73), can be optimally estimated by replacing the Nm
with their optimal estimates Cm in the linear combination (see Colombo
(1981), paragraph 2.18). The truncated part (n > N) is regarded here
as an additional, unknown signal on which there is no information in the
satellite data, while the terms with n S N constitute the estimated
variable.

2.13 The Effect of Some Mission Parameters on Coefficient Accuracy

The diagonal elements of the inverse of the normal matrix, o Enmnm
in the sort of notation used for the elements of G in paragraph 2.9, depend
on the values of certain mission parameters, such as data accuracy, sampling
interval, mission duration, etc., according to simple formulas. Such
formulas enable one to recalculate the accuracy of the adjusted coefficients
for different values of those parameters without having to repeat the
lengthy computations required by the formation and inversion of the normal
matrix. This paragraph contains the derivation of some of these convenientformulas, both for least squares adjustment and for least squares collocation.

(a) Least Squares Adjustment:

When D = 21 , where I is the Np x Np unit matrix, the normal
matrix is

G = ATD-A 0-2 AT I-A = 0 '2ATA

and the variance-covariance matrix is

G-1 = G2 (A TA)-'

so the diagonal elements of G-1 are related to a by

a nm(O) = (-.)2,j namn (co) (2.77,a)

Gon 0 nmnm
The elements of G depen. on the sampling interval At through the
number of samples Np = 4. (expression (2.51)). Consequently, the elements
of C are inversely pro ortional to At , and those of G-1 are directly
proportional to it, so

02 (= (At) At 0 (Ato) (2.77,b)
nmnm ( onmnm
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As the elements of G are directly proportional to T , the length of
the mission, those of G-1  should be inversely proportional to T , provided
that T = k To , where k is an integer and To the value originally
used when setting up G (i.e., 179 days in the case studied in Section
3). As the orbit has a grand period To , extending this period k times
results in the orbit being repeated also k times, and a measurement
at any given location being taken k well, so the adjustment
contains repeated but uncorrelated measurements. Consequently

o nmnm(T) = (T-,1 nmnm(T)(.7c

provided T/r is integer.

For small changes in height above or below h (the height used to
calculate G originally) the changes in satellite angular velocity w and,
consequently, in the shape of the groundtrack of the mid-point, and in
the distribution of the measurements along it are small,too,and can be
ignored. If ip is kept constant by changing the separation o between
satellites so sin- -= -  0 is unchanged, then A and G will
vary so little as to be considered independent from h . The de-scaled
diagonal elements of G-1 are then related to h as follows

a () a+h )2n 2j (ho) (2.77,d)nmnm a+7- nmnm

where a is the mean Earth radius. Expressions (2.77,a-d) can be written
together

2 t T 2AtT,(a+h)2n n2m(l ,6toToIho) (2.78)
)2nmnm , ,h) amAtoT(a+h n T(2

The degree variance of the error is 02En nmnm

so 2 =2AtToa+h)2n
Sen(AtTh)= AtoT(a+h 2 n(O,AtoToho) (2.79)

in accordance with (2.78), provided T/T0  is integer, Ih-hol is small
compared to R = a+h , and ip is kept constant.

(b) Least Squares Collocation:

Rummel et al. (1979) have shown how a singular value decomposition
of the normal matrix greatly simplifies the recalculation of the a posteriori
variances with different levels of data noise. This idea can be adapted
to the global case under consideration. It follows from the previous
discussion that

G'(o,At,T) = t G'(Oto,To) (2.80)a 6At To

where G'(ao,Ato,To) is the noral matrix G of least squares adjustment
pre- and post-multiplied by C and calculated with the parameter values
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jo, Ato, To . If A0  is the diagonal matrix whose diagonal elements Xi
are the eigenvalues of G'(ao, Ato, TO), if all the Xi are different
and nonzero, and if M0  is the matrix whose columns mi afe the corres-
ponding normalized eigenvectors of G'(ao, Ato, TO), so mi- i = 1 , then

G' (a, At, T) = Alt Mo A0 Mo (2.81)

It follows that

C1 (G(,At,T) + C-1)Ci = G'(o,At,T) + I

= a2A tT Mo A Mo + I

The eigenvalues of G'(o,At,T) + I are Ato X i + 1 , while the eigen-
vectors are those of G'(a,At,T) . rhe eTg v9ctors of a real symmetric
matrix with distinct eigenvalues are orthogonal and equal in number to
the dimension of the matrix, so Mo is a square orthogonal matrix (the
columns are orthogonal unit vectors, if one assumes that all the Xi
are different). Consequently, MF' = MT , so

(G'(a. At, T) + I)-' Mo(o__o Ao + I)" M (2.82)

Therefore, the de-scaled diagonal elements of the inverse of the normal
matrix,

C-I(GI(c, At, T) + I)-' C"1 = C-i Mo(- AtT A0+ I)-' M C"  (2.83)

are 2 E _ 2n+ 1 T T o + I) Zmi en+4 )

nmnm - i to + i~ al)2 (2.84)

where o nmnm has the same position in the diagonal of (G + C-1)-1
as Xi in the diagonal of A0 . The presence of C-1 in the expression
of the normal matrix seems to preclude a simple relationship between
the a posteriori variance and h like that of (2.77,c), because C depends
on R = a+h , so G' = C1 G C and Ao are also functions of h (expressions
(2.70) and (2.81).

While not as straightforward as (2.78), (2.84) is relatively easy
to apply, compared to a full recalculation of the normal and its inverse.
To apply this expression one needs to have the eigenvalues and eigenvectors
of the normal, instead of its inverse. Obtaining either requires much
the same amount of computing.

2.14 The Right Hand Sides of the Normals

What follows, though not applicable to the error analysis that is
the main subject of this report, is relevant to the question of data
processing discussed in Section 5.

The normal equations of least squares adjustment and of least squares
collocation have the same independent terms which, in vector form, cAn
be represented by the Nc - vector b
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b = A T D-1 _2(obs) (expressions (2.47,b) and (2.67))

An individual component of b , corresponding in position to
in c , can be written -m

b'=(a ) D T D- _ I p (ti)(w nm hrm obs ) - i anm ) 2(obs) (2.85)

nm is the column vector in A corresponding to the unknown Cnm
(paragraph 2.7). According to (2.24), the elements of jam are

a n m( t i ) L n_ _ n m qa ) - m ) ( 2 . 6 ,a
Aa I a p OW + mP a (apf- m(28,a)p=z (-C ((p + m S) ti, p+m - C I(p w - m I Aa )

C C( (pwm Sjt iAa) - S (p -m ta)_( I ti.Aa)
SI pn p+m - t (2.86,b)

anmAti  p =1a S((Rw +mfjti'Aa)

(P W + MY(P W - m

The C((pw + m )ti,Aa) and S((pw - mo)tj,Aa) are orthogonal funcions
of ti , according to (2.34,a-b), so the data s can be expanded
into a sum of these functions:

2 = mNr C((pw+m)tiAa) + pmS((pw+mR)tia) (2.87)

where N = is the Nyquist frequency as defined in paragraph 1.2, while
Nr = iwQ1'Nd . he VPM, m Coe2fl4§ ents han e obtained from the or-
dinary Fourier coefficients in v (os) = f Apm cos(pW+m2)t- +
+ Bpm sin (pw+n1 2)ti p=O m=-Nr
with the relationships

V m = A sin(pw+inm)Aa + B (1-cos(pw +mO)Aa) (2.88,a)
pm pm p

Vp = A (1- cos(pw + mQ)Aa)+ B sin(pw + mQ)Aa (2.88,b)
pm pm pm

According to (2.34,a-b), (2.85), and (2.86,a-b), the elements of b are

bm = N (2 9,a)nm a ta P -4M
V.

and nm "i)
benm = a az m ap W (2.89,b)

where z = 1 if m 0

(as in (2.20)) -45-



where, as before, the upper parts of the curly brackets correspond to (n-m)
even, the lower to (n-m) odd, w2 = o M 2  ,and p and n have
the same parity. (-cos(p mM6a

The Fourier coefficients Cpm' Sm can be obtained by means of the
Fast Fourier Transform in any of the special forms designed to handle
data sets too large to store in the central memory of a computer.

2.15 Oblique Orbits

The error analysis reported in this work is concerned only with
polar orbits, which provide the fullest data coverage because they include
the polar regions. In the case of oblique orbits, the inclination of
the orbital plane with respect to the equator is neither 0' nor 900.
With oblique orbits, even if the other assumptions in paragraph 2.1
are maintained, expression (2.9) for the line of sight inertial accel-
eration, which is the starting point for deriving the observation equa-
tions, has to be modified. Calling , as in Figure 2.2, F to the geo-
centric angle between the ascending node and a point P along the orbit,
and L to the longitude of that node, the band-limited gravitational
field potential can be written as follows

- F L (a)n F (1 )[1 nm} cos((n-2q) F + mL)r n=O m0 q=0 nmq nm

+ {snml sin((n-2q) F + mL)] (2.90)
Cnm

where the upper part of each bracket corresponds to (n-m) even and the lower
part to (n-m) odd; is the inclination angle between the equator and
the orbital plane; F and L are functions of time

F = [wt]mod27 (2.91,a)

and
L = -[( i - (L))t]mod2, (2.91,b)

= -[Q't]mod27

where
0) t -1.35 x 10-6 cosi rad s-1 (2.91,c)

is the rate of precession of the node, which is zero for polar orbits

( ); Pnmq(') is the normalized inclination function

V 2 -n7 (re=O) min(q,k) Q-2t)! sinl n-m-2t
nmq(1 =i 2n+l)n-m) tO t! (n-t)! (n-m-2r 7 n t

n+m

x T (m)(cosl.5  (n-m-2t+s) m-s) (_l)C-k (2.92)

s 0 sc -4-c q-t-c~
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n-m

where k is the integer part of r and c is summed over all values
that make the binomial coefficients nonzero. For the derivation of (2.90)
and (2.92), see, for instance, Kaula (1966), Chapter 3 (the notation
is somewhat different).

The line of sight between the satellites lies always in the instan-
taneous orbital plane. The inertial acceleration can be decomposed into
three orthogonal components: the radial, the normal to the radial in
the instantaneous orbital plane, and the perpendicular to this plane.
Of these, only the first two accelerations have nonzero projections on
the direction of the line of sight. The radial accelerdtion is

9 V GM N n (an m
V3: - GM n ()n (n+Z) I Fnmq ( 1) [inm cos((n-2q)F + -IL)

n=0 m=O q=O

+ {Inm} sin((n-2q) F + mL)] (2.93,a)

and the normal to the radial acceleration (in the instantaneous orbital
plane) is

1 V GM N n a n -C
1 r n GM Z (a.)n Z Fnmq( i) (n-2q) [ "nmi sin((n-2q)F + mL)

n=0 m=O J0 nmq nm

+ {nm} cos((n-2q)F + mL)] (2.93,b)

The coordinate L is commion to both satellites, as their orbits are
coplanar. Adopting F = - , the midpoint nodal distance, as the
other independent variable ,r = R is fixed), the modified inertial line
of sight acceleration (inertial accel. minus constant term due to even
zonals) is

i 12 (R,F,L) = -(- (R F-J-,L) + -LV (R,F+ )) sinf

(T- (R,F- -TL) -- 3(RF+7, L) cos - a (2.94)

Replacing F and L with t as the independent variable in (2.93,a-b),
substituting the Cm with the scaled Cm , introducing p = n-2q as
subscript, instead of q , eliminating all terms of frequency zero, and
replacing the result in (2.94), one can finally arrive to an expression
for the observation equation resembling (2.24), after a rather laborious
process quite similar to that in paragraph 2.2:

1  N N n nm S((pw+rC')ti,Aa)
7 - 1 o V mz ) Cnm P fp_)( ) {C((pW+mQ )ti,Aa)}f (p")+ m'9

aam0 x(m,z) p=z

+C((pw- mnw ' )ti, a)'

+ n+n

n-4 (p 'i"I "-47-'



+ ,C((p)--2 tm+Yt(2.95
S m') ti,La) (obs) + (2.95)

where n ._ - - 2 nm ) ) - ' Sn --• .
wh(ere.nm (1) 2Fn p)(1) [(n+l) cosp sin +p sinpT cos" (2.96)

While their coefficients are now different in each pair, corresponding pairs
of frequencies pLnW and pwtn M' , in the same order, appear in (2.24)
as they do in (2.95). As a result of this, the same columns in A are
orthogonal to each other regardless of the angle i and, therefore,the
same elements in G = C-

2 A A are zero as before, so the normal matrices
of least squares adjustment and least squares collocation have the block-
diagonal structure shown in Figure 2.1, paragraph 2.9, for oblique as well
as for polar orbits. This is true provided that w and 2' are congruent,
so the total number of satellite revolutions Nr and the total number
of apparent turns of the Earth in a node-fixed system of coordinates,
during the whole mission, N6 , are relative primes.

For polar orbits, the inclination functions have the property

n (- ) = (-1)n F ( ) (2.97)

(p t 0, p and n with the same parity). Comparing (2.13) and (2.96)
one gets, therefore,

fm = 2 (n7 (2.98)
p - m

Consequently, the Fourier coefficients 5nm of the Lnm used in the

case of polar orbits can be calculated using the formulas

-nm = v'- '1- (m=O) min(k,yT2) 2t)!= I It n t ! (n-m-2t)! 22 n-t)

(n + m)!

I (n-m-2t) ( 2)-t-c) (-I)c -k (2.99)

derived from (2.92) with i - • This formula is an alternative to
the use of the Fast Fourier Trahsform as explained in paragraph 2.7.

The similitudes between (2.24) and (2.95) indicate that the computer
programs needed to carry out the error analysis of a mission where the
orbital plane is inclined with respect to the equator are very similar
to those for polar orbits explained and listed in Appendix B. Reasoning
once more as in paragraph 2.9, one arrives to an expression for the general
element of the G matrix
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Sif 9 m 9even and kodd
i odd, a even '

gnmkq N min(n,k)

km U) (-cos(p - +mV)La

nm n*k (P -c ra'). (2.100)

(--r- fi

that is comparable to (Z.51), showing at once the simfitudes and the
differences between the polar orbit and the oblique.

Origin' I

o f L N o de- -

Figure 2.2: Geometry of tne Oblique Orbit
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3. Numerical Results

This section presents the results of the error analysis whose theory
has been given in sections I and 2 . The calculations have been done
in accordance to least squares adjustment and to least squares collocation,
and both sets of results are shown for comparison.

3.1 Spectral Model and Error Formulas

The degree variance of the error is, according to paragraph 2.13,
n 1

CT = n = mm2_nm (3.1)
m=O az0

where a'nmnm is the variance of the estimated coefficient Cnm The
relative error per degree is

= "E (3.2)
n 7n

where
n I

S2nm (3.3)n 1,=O n=0

is the degree variance of the n harmonic of the potential. The set
of all o for 0 : n < - is the power spectrum of the potential. This
relative error, multiplied by 100, is listed as percentage error per degree
in the various tables shown in this section. To calculate (3.2) it is
necessary to know the power spectrum, the n . The spectrum, like the
potential itself, is not entirely known, but there are estimates of theo- obtained from the analysis of terrestrial and satellite data. For
n2
low degree harmonics the .n can be calculated using (3.3) with the
values for the Cm taken from one of the existing spherical harmonic
models of the potential. For higher terms, the "tail" beyond the highest
degree whose CUm are known, one can choose among the several formulas
for .- as a function of n that are available, each based on a different
type o? approximation, or on different data. For this study the degree
variances up to degree n 100 were taken from a spherical harmonics
model complete to n = 180 , obtained by Rapp and associates at OSU from
the analysis of a global set of mean lx1' gravity anomalies using quadrature
formulas. The anomalies themselves were obtained from aravimetry and altimetry
by means of least squarescollocation. As a further step the anomalies
were adjusted in a combination solution that included the coefficients
of GEM-9 as data. For a report on this adjusted data set, see Rapp (1978)
and also Rapp (1979a). GEM-9 is described in (Lerch et al., 1977). If
one ignores orbit errors, then expression (1.23) is reduced to an identity
between the time derivative of the residual line of sight velocity and
the residual line of sight inertial acceleration. The residual inertial
acceleration corresponds to the difference beAween tne true field and the field
model used to compute the orbit. If Um (oel) is a coefficient of

the model, and NM the maximum degree in that model, then the geopotential
coefficients corresponding to the residual acceleratiuns are C nm = -
r (Model) for n 5 NM , and m for NM < n < . The deAreel ariances

of the power spectrum are, thereore, 6 2 (Cam - Cm

n s NM , and C = m (Cam) 2 for NM < n . T me 6 are the degree
-50-



variances corresponding to the errors in the reference field. As these
errors are not known exactly, one must use some "likely numbers" instead,
such as the formal error variances of the coefficients obtained during
the adjustment of the reference model. This criterion has been adopted
here, the error variances beng those of the first NM degrees in Rapp's
model, with NM=20 . For n > NM , the _ as implied by Rap?'s coef-
ficients have been used up to degree 100 . For n > 100 the oG have
been calculated with the two-term formula

2 a2  +
02 =- -) Al(r +A)-'S1 n+ 2 + A2(n+B)-'(n- 2)_'S2n+2] (3.4)

where a= 6371 kin, GM -982026.41 mgal A=I , B=2 , Al=3.4050,
A2 = 140.03, SI = 0.998006, and S2 0.914232 . These parameter

values were obtained by Rapp (1979b) by fitting the formula to the empirical
variances of his 180, 180 model and other data. In summary:

For 2 <n : NM , the error degree variances 2nm of Rapp's model;

for NM < n s 100 , the degree variances of Rapp's model;

for 100 < n e 2000 , the a' according to (3.4). The harmonic con-
tent of the geopotential, according to that formula, is negligible for
n > 2000

The error in geoid undulation due to the errors in the coefficients
up to degree n has been calculated with the formula

n
a2 Nn = a

2  C 2 Ek (3.5)
k=2

If no coefficients above n are estimated, the total error must be

2000
O2NT =U2 Nn + a2 k1 2k  (3.6)

k=n+l
(Compare to (2.76)).
Expression (3.6) depends on the tail" of the spectrum containing
the high frequency terms. The higher n , the least that is known about
Gn , so this "tail" is the least reliable part of the spectrum model,
and the total error calculated with (3.6) is the least credible among the
results. Originally, when the least squares collocation results were
obtained, the total error was not computed, though its calculation was
added in the main program afterwards, when other results were found.
For completness' sake, the punched output of that first run was read by
an auxiliary program, which then produced the printout shown in Table
3.2, including the total error in the last column, and also the full listing
of Table C.2 in Appendix C.A minor mistake in the auxiliary program resulted
in values of the total error that are incorrect. To obtain the "true"
values en , the listed values e'n should be corrected according to
the formulas

en = (e'" + 0.10 74)1 (3.7)
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3.2 Results According to Least Squares Adjustment

Table 3.1 shows the accuracies of potential coefficients and geoidal
undulations estimated from SST data collected during a mission whose para-
meters were:

Circular, polar orbit,
satellite height: 160 k. .a,
intersatellite separation: 300 km,
accuracy of the data: /T x 10-6m s- ,,
averaging interval: 4 s
sampling interval: 4 s
length of the mission: 179 days
maximum degree and order in reference model: 20

The error analysis was carried out according to least squares adjustment
theory, as put forward in paragraph 2.8. The first column shows the relative
percentage error, which is the ratio defined by expression (3.2) multiplied
by 100 . Notice that above n = 270 the error exceeds 100% consistently.
The size of the the errors ,ecome so large that the total undulation
error, which decreases steadily up to n = 270, according to the last
column, begins to increase quite perceptibly once more. The last but one
column shows the error up to n , according to expression (3.5). The
second column contains the values of L(-)nG2 n , the variance per
degree of the error in the scaled coefficients (see expression (2.70)
in par. 2.11). Notice the very low percentage errors for n < 100 , which
are much the same as those shown in the next paragraph for least squares
collocation.

As explained in the last part of paragraph 2.10, the error in the
recovered coefficients may show local peaks at those degrees satisfying
the condition

n= 2nk (k = 1, 2,

Since i, 2sin-'( -) , for a separation of 300 km the maxima should occur
within the band 0 S n 331 at degrees n = 136 and n = 273 , approx-
imately, the next peak above the band being at n = 410 . The listing
in table 3.1 is too coarsely spaced in n to show these peaks, which
are rather narrow features,each atop a broader rise that surrounds it,
but they are quite clear in the detailed listing of Table C.1 in AppendixC.

The values that appear both in Tables 3.1 and in Table C.1 can be
modified according to expression (2.79) in paragraph 2.13, to obtain the
results corresponding to missions with different parameters. Values cor-
responding to undulation errors (last two columns) are in meters.
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3.3 Results According to Least Squares Collocation

Table 3.2 shows the results corresponding to least squares collocation,
the principle of which has been explained in paragraph 2.11. The mission
parameters are the same as for Table 3.1. Comparing both tables one can
see that the collocation accuracies are consistently better than those
for least squares adjustment, particularly above degree n = 210 . The
results listed in the last column of this table, and also of Table C.2,
Appendix C , have to be corrected according to expression (3.7), at the
end of paragraph 3.1. When contrasting tables 3.1 and 3.2 one must bear
in mind that the first corresponds purely to propagated noise, while the
second contains hybrid variances: noise plus bias. The peaks in the
error mentioned in the previous paragraph are much less noticeable, in
fact the one at n = 273 has disappeared altogether (Table C.2), and only
an "acceleration" in the increase of the error with n remains in the
neighborhood of the missing peak. Nowhere the error exceeds 100%, also
according to the theory.'

Table 3.3 lists the accuracies corresponding to a mission with the
same parameters as in the preceeding tables, except that the accuracy
of the data is now four times worse, i.e., Vr2 x 4 x 10"Ims 1 .

Table 3.4 corresponds to the same parameters as in Table 3.1, but
the height has been changed to 220 km above the Earth.

Table 3.5 is for the same parameters as Table 3.4, with the data
noise increased to vT x 4 x 10- 6m S- 1  The results for Tables 3.3 through
3.5 a-e clearly Worse than for Table 3.2, as can be expected, because
the data is noisier, the signal weaker (higher altitude), or both, com-
pared to the case of Table 3.2.

Table 3.6 corresponds to the accuracies that would be achieved if
all the coefficients in a given degree could be estimated with the same
accuracy as the zonal harmonic. The results were computed with a modified
version of the main program of Appendix B that sets up and inverts only
that part of the normal matrix corresponding to the zonals. In this way,
an approximate analysis can be carried out at much less cost than the
complete studies of tables 3.1 through 3.5. The mission parameters in
3.6 are the same as in Tables 3.1 and 3.2. In Table 3.7 the separation
between satellites has been changed to 150 m , and in Table 3.8, to 600
km. The results in Table 3.7 are clearly much worse than for Table 3.6,
showing a particular deterioration at low degrees due to the differential
nature of the SST measurements that tends to eliminate the low frequency
information, so the percentage of the error in the estimated coefficients
increases as the satellites become closer. Table 3.8 shows the smallest
band error and the best accuracies, but these are quite irregular because
the error peaks in this case are spaced closer than in the other cases,
and are much more prominent, so that they can be noticed even with the
coarse spacing in n used in the table.

From the results given in this paragraph one can conclude that the
orbits should be as low as possible, and the separation between satellites
as wide as allowed by natural limitations, the main among which is the
need to keep the radar beam from entering too deep into the upper layers
of the atmosphere at the mid point. Data noise, of course, should be
as low as technically feasible.

(1)The optimal estimator should not be worse than a null estimator
(one that predicts only zeroes), whose error is always 100%.
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Finally, the results listed in Table 3.9 below show the sensitivity
of the relative accuracies of the estimated coefficients to the choice
of power spectrum model. The degree variances :r of subroutine NVAR,
described in paragraph 3.1 and in appendix B , have been replaced by those
obtained according to a two-term model of the form described by expression
(3.4), but with the following parameters' values:

A 1 100 , B : 20 , Al 18.3906 , A2 = 658.6132 , SI = 0.9943667

S2 0.908949

These values correspond to a model obtained by Jekeli ('2L"
model, Report No. 275, Dept. of Geodetic Science, The Ohio State University,
Columbus, Ohio, 1978). The values in the first column are the same as
in Table 3.6, those in the second column correspond to the "2L" spectrum.
As in the case of Tables 3.6 to 3.8, these values correspond to the zonals
only.

Table 3.9

Relative Accuracies with Two Different Spectral Models

n As in Table 3.6 (%) Jekeli's "2L" (%)

2 .54171 x 10-1 .55870 x 10-'
20 .74292 x 10-2 .74343 x 10-2

40 .45779 .36486 V

60 .10564 x 10-' .87091 1

80 .30675 .20738 x 10-1
100 .10694 .72841
120 .51907 .382197
140 2.9581 2.1529
160 1.1748 .86360
180 1.4831 1.1068
200 2.5173 1.9143
220 5.2505 4.0815
240 13.900 11.106
260 53.941 46.794
280 86.313 82.380
300 70.181 65.245
320 76.689 73.190
330 76.327 79.894

The 62 up to n = NM = 20 are the same for both columns (subrou-
time MODEL in appendix B). Clearly, while the change in spectrum does make
a difference, the changes have little influence on the calculated accuracies.
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3.4 Accuracies of Different Harmonics of the Same Degree

Having come across the argument that SST data collected in a polar
orbit should be most sensitive to the zonals, as all their variation occurs
in the N-S direction, and least sensitive to the sectorials, with the tesserals
falling somewhere in between, and the difference from zonals to sectorials
being quite large, the author included in the main program statements
to list the accuracies for the cosine terms (a = 0) of all potential coef-
ficients of degree ? -, n . 40 . The accuracies for n = 30 are listed
below. The mission parameters are those for Table 3.1, and the principle
used is that of least squares adjustment. The accuracies correspond to
dimensionless, scaled coefficients (par. 2.3).

Table 3.10

Accuracies of potential coefficients of degree n = 30

mnm

0 2.08 X 10-13

1 1.46 "

2 1.50 "
3 1.51
4 1.53
5 1.58
6 1.61
7 1.68
8 1.71
9 1.78
10 1.83
11 1.90
12 1.97
13 2.03
14 2.11
15 2.17 "

16 2.27
17 2.33
18 2.44 "

19 2.49 "

20 2.62
21 2.67
22 2.72
23 2.87
24 3.05
25 3.09
26 3.31
27 3.35
28 3.60 "

29 3.68 "

30 2.82 "

The values above are typical of those listed for other degrees in
the interval 2 s n S 40 . While there are fluctuations, the sensitivity
of the adjustment to the various harmonic terms of degree n = 30 does
not change very much. -63-



4. Validity of the Results

The numerical results of the previous sectior have been obtained
under the simplifying assumptions of paragraph 2.1. Among those assumptions,
numbers (1) to (4) define an orbital geometry more regular than what
can be found in reality, and assumption (11) disregards all sources of
error other than SST data errors. Of the remaining ones, (9) and (10)
have been explained already in the first section of this report, while
(5) to (8) merely describe what an ideally successful mission would produce
in terms of data. Assumption (3) defines an idealized Earth rotation,
where there are no fluctuations in the angular velocity S2 due to such
causes as tidal friction, redistribution of atmospheric masses, lack
of rigidity of the Earth, etc., and no changes in the inertial orientation
of the spin axis due to precession-nutation and polar wandering. Changes
in ' are of two kinds: short term, due to solid Earth-atmosphere inter-
action, etc.,altogether probably too small to matter, and secular, due
to tidal effects caused by the Sun and the Moon, also very small and
quite predictable from long records of observations. Polar motion is
also well modelled from very long series of observations. The main effect
of changes in Earth rotation is in the calculation of the satellites'
orbits, as orbital errors affect also the accuracy of the results. Because
of the existence of good models, this effect is probably negligible in
the present context. So this section is going to consider only the conse-
quences of assumptions (1), (2), (4), and (11) on the credibility of
the results bf the error analysis. The basic argument is that the actual
data set, with its complex three-dimensional distribution, can be reduced
or transformed into another with the geometry implied by the assumptions
and with the same information content as the original. The analysis
of this transformed data set can be done, then, in the manner explained
in section 2, the accuracy of the estimated coefficients being much the
same as that shown in the previous section.

4.1 The Geometry of the Real Orbit

The departure of the gravitational field from that of a central
point masscauses the orbit to take a shape that is not exactly circular,
however carefully the satellites are manouvered into it. Most of the
departure from cicularity is due to the part of the anomalous field that
is already known from the study of terrestrial and spacecraft data, and
the major portion of this known departure is caused by the second zonal,
which is almost three orders of magnitude larger than any other harmonic.
This zonal represents most of the effect of the Earth's equatorial bulge
on the geopotential. The result is a wavy motion of the satellites.
which alternatively run above and below the meansphere of radius R (average
orbital radius), gain or loose ground in the along-track direction with
respect to a perfectly uniform circular motion, and also move with respect
to each other because of their different positions along the (more or
less) common orbit, so the orientation of the line of sight is not always
perpendicular to the radial direction, but fluctuates about, and there are
also variations in the intersatellite distance. The non-zonal terms
of the harmonic expansion introduce further irregularities, particularly
in the across-track direction, so the orbit does not lie in any given
plane except approximately. The effect of the non-zonals is, however,
of the order of meters, while that of the second zonal amounts to several
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kilometers. The discussion that follows suggests that errors of a few
meters have negligible consequence, so only the departures due to oblatness
need to be considered. If all measurements had been taken on a sphere of
radius R , the line of sight being always perpendicular to the radial direction,
and the separation between satellites constant, but the actual positions
of the spacecrafts had been displaced in latitude and longitude from the
ideal, periodical, regularly spaced pattern implied by the assumptions, one
could transform this "semi-perfect" set of observations into a "perfect"
set by interpolating horizontally the data from their actual positions to
their ideal ones. As far as the sianal content is concerned, this inter-
polation can be exact, because the information is band-limited, in the sense
of paragraph 1.2, and the sampling is very dense. That such interpolation,
to be exact, would probably require the use of all data values to create each
interpolated value is of no consequence here, as this discussion is concerned
only with the the existence of valid transformation procedures, reqardless of
whether they are practical or not. The practical aspects of the matter
are left for section 5. The only problem would be that the interpolated
noise would not be exactly uncorrelated and of constant variance, its
departure from those ideal qualities depending on how much the true
groundtrack departs from the ideal one. Here one can only assume that,
if this departure is not too large, neither would be the change in the
nature of the noise too large. At this stage of the argument it will
be assumed that the actual positions of the satellites can be known with
negligible errors from orbital calculatinns, the effect of orbital error
being treated later on in paragraph 4.3, where assumption (11) is discussed.
As explained there, the model adopted for the line of sight velocity
implies that such errors can have a very small effect on the estimated
coefficients as long as they do not exceed a few meters, an accuracy
achievable with existina nrbit determination techniques.

The transformation of the actual set of observations into a set
of pseudo-observations lying on the mean sphere along the ideal orbit
can be carried out in two steps:

(a) a vertical reduction of the original observations to the mean sphere,
where an intermediate set consisting of pseudo-obs. with the following
characteristics is created: the "midpoint" between "satellites" lies directly
below the true midpoint, the "line of sight" is oriented North-South
and-perpendicular to the radial direction, the "satellites" are at the
same distance from each other in all the pseudo obs; in other words:
the intermediate pseudo obs. are identical to ideal observations in every-
thing except their arrangement on the sphere;

(b) a horizontal interpolation using the intermediate data set to form
the final set of pseudo-obs. at regularly spaced points along the ideal
orbit.

As already explained, the horizontal interpolation can be carried
out, in principle, exactly, because of the band-limited nature of the
gravitational signal. The main problem, therefore, is the vertical reduction
or step (a). This step involves a downward or upward continuation of
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the signal, depending -n where the satellites happen to be with respect
to the sphere, and a correction for the change in their relative position,
which results in a variable intersatellite distance and line of sight
direction. Both the continuation and this correction can be considered
together, as an overall operation.

4.2 Vertical Reduction to the Mean Sphere

The discussion can be simplified by considering observations of
line of sight relative acceleration, a1 2 , rather than line of sight
velocity, v12 . The signal being band-limited, it is possible to dif-
ferentiate the velocity exactly by computing the Fourier coefficients,
of the data over the whole mission (assuming the orbit to be nearly period-
ical), and using these coefficients to calculate the acceleration, since
the acceleration coefficients are related to the velocity ones by the
simple relationship

an 1  an )

b = nw bn

(accel.) (veloc).

The N -vector of acceleration values cL can be obtained, formally,
by multiplying the N - vector of velocity values by a NpxNp "dif-
ferentiator" matri

S :S 2  (4.1)

The model for the accelerations is, therefore,

=S A c (4.2)

and the "observed" accelerations, which consist of differentiated signal
and noise, are

2(obs) = S 11 2 (obs) = S A c + S n 
(4.3)

The least squares adjustment estimator is, therefore (paragraph (2.8))

c= (AT sT(D,)-'S A)-'AT ST (D')'S 12(obs) (4.4)

where D' is the variance-covariance matrix of the "differentiated"
noise

o ' =E {(Sn)(Sn)T} = S E T1 ST

=S D ST (4.5)
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Replacing (4.5) in (4.4)

= (ATST(St)TD 'StSA)1 AST (St)TDIsts -2(obs )

= (AT D-A)1 AD "1 v2b(obs )  (4.6)

where "St, indicates "The pseudo inverse of S " (StSA = A) , so the
least squares adjustment estimates of the coefficients based on the dif-
ferentiated data are identical to those obtained from the Jata directly.
The errors in the estimates being the same, any conclusions derived for
accelerations are identical to the corresponding conclusions for velocities.
The same principle applies to least squares collocation, as it can be
seen by replacing (ATST(D')-'SA) with (A ST(D' )-SA+ C-1 ) in the reasoning.

Figure 4.1 below shows the true position of the satellites, S, and
S2 , and their "pseudo-positions" on the mean sphere Si and S2 (the
"prima" symbols indicate the counterparts of real elements on the mean
sphere). The relative positions shown have been chosen for pure convenience
of representation: the satellites can be both above, both below, or
on either side of the surface of the sphere.

/ / i. I

I Ip

, I S2

Figure 4.1: True Positions in Orbit and
Pseudo-Positions on the Mean Sphere
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Let
c ar(r',A',') - o ar(r,@P,A)

s( (Q) = (rq',A') -,o Q)(r,,)t, (4.7)

d a0(r', ',X') - o )

be the variation in inertial acceleration between points Q and Q'
where the r and € components have been modified by the removal of
a contribution from the zonals (paragraph 1.3). As it happens, this
contribution comes only into ar and a. a. is free from this zero
frequency problem. Let '

=212- e1 2

be the difference between the unit vector in the direction of the actual
line of sight, e12 , and the unit vector e!2 for the South-North per-
pendicular to the radial direction at the "pseudo-midpoint" P' . The
difference between the true line of sight value and the corresponding
"pseudo-observation" on the sphere is then

6a12 = a 2 - a12
T T ( S)

= 12(i(S) - (SM)) - el2( S)- a(S2))

= t a(S,,S2) ( .2 - e)T 6i(Sl, S2)

= ej(0(S!, S ) - 6 (Sl, S2)) + E6 (Sl, S2) (4.8)

Let dmax be the maximum possible distance between a satellite and the
corresponding "pseudo-satellite" position on the sphere. The value of
dmax will depend on the radial and horizontal components of the separation
vector, but one could well argue that a purely radial separation should
have much the same effect as the total displacement if both have the
same size, because the lateral fluctuations are nearly one order of magni-
tude smaller than the radial one (appendix A). Consider the first term
of (4.8). The contribution of the nth harmonic to this term is

T (n(Si, S) - 6an (SOi, S))

where

(Sn(SO S2) = rn(S2 ) (, Srn (SI, S2) (

-n' rn rn
in(Sl, S2) = n ,.(si) 0 ao n(S2) 10 Xin (SI, S2) (4.9)

aXn(Sl )  LXn() -0a I~n (SI, S2)

arn , an being the sum of all terms of degree n in the expansions
of ar Ti' X ,(expressions (1.8, a-c)). The variation of arn with
radial distance is

arn(R,O,x) - arn(R + h, ,X) a (I - (rnn+2) r(ROX) (4.10)
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and similarly for akn , and aXn . As both satellites follow the same
orbit with a separation that is small compared to the wavr'ength of the
second zonal and its disturbances, one can regard them, i first approx-
imation, as moving up and down simultaneously, so their hL,ghts are the
same. In such case

a arn(Sfl S) - rn(S1, S2) (1 (.)n+2) 6rn(S{ , S2)

and similarly for the other components of in , so

6a (Si', S2) 6 a (S1 , S2l ) (1 - (4.11)
-n ,n sn(Si Sfl (4.n+)

The magnitude of the first term of (4.8) is, therefore,
e ()fS - 6a (S1, S2) ) S I R(SI, S:);j

12(an -n -e'1I( n

As jel211I 1 and 116an(Sf, S2 )1I ' l6 nla where 11 6anlIm1 isthe maximum size of the magnitude of a on R ne mean spnere),mand ne se-

ment --4j, has constant length, it follows that

T n S-nS, 2 -( 2) 16-n(Si, S'max (4.12)

The difference between 6a(Sl, S2) and 6a(S ,S2) is not very large, so
the second term in (4.8) Ts, approximately,

T S2) 6(S S,)

The maximum value is

T 6i(SI, S;) 1 I 1_max lI lmax

The magnitude of H E~jm is, to a first approximation (disregarding
the curvature of the EaRfA), function of the relative displacement of the
satellites:

{II Hmax = Ar2 + ApR 2 + ATf2  (4.13)

where Ar12  is radial, AP12  along the line of sight, and AT 1 2

across-track. According to Appendix A , the largest displacements due to the an-
amalous field are: APl2max = 0.7 km, Arl2max 2 0.7 km, AT 1 2 px=0.4km. Ar n
3.9 km (vertical displacement of each satellite). Addina 1 m to AP12max

Ar12 and A712max , to introduce an extra error margin, the value
of rdmax according to (4.13) is

Hlcllmax = 0.009

The contribution of the nth harmonic to the second term of (4.8), therefore,
is

T (4.14)
-n(S{, s ) 0.009 ll6anllmax
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From (4.8), (4.12), and (4.14) one gets, finally,

R [(p R +2 + 0.009 116n (4.15)

as an upper bound for 6a12 • The maximum value of h is dma ,as
explained earlier. This maximum absolute displacement of any of the
two satellites is

dmax z V(Armax + Ar1 2 max T + 6P42 + AT 2max  (4.16)

Replacing (Ar + Ir ax), AP12max AT 1 2 ma (1 km added to each)
in (4.16) with Wir values according to appendix A

dmax 4.7 km

and the upper bound for i12 becomes
6a,2 n  [1.009 - (0 .99 28087)n+ i lmax

Pn 16inlImax (4.17)

This expression limits the difference between the actual line of sight
acceleration along the non-circular orbit, and the corresponding pseudo-
observation on the sphere. This is the largest possible value (if the
argument behind (4.17) can be accepted) of the correction that has to
be introduced in order to transform the original data set into the corres-
ponding set of "accelerations" on the mean sphere. The factor Pn is

Pn = [1.009 + (0.99928087) n+ 2 ] (4.18)

If no correction is applied to the accelerations, and they are analyzed
as if they were already on the mean sphere and on the ideal orbit, the
error in the estimated coefficients will have two components: (1) that
due to the data error, which has been listed in the previous section;
(2) the error due to the fact that the uncorrected accelerations are
not on the ideal orbit. As both errors have quite independent sources,
the total rms error per degree is

an = [acI) + GE2(2)] (4.19)

where Ocn(i corresponds to the first, and ccn (2 to the second source
of error. T e relative error per coefficient is, t en

-cnn(2n+l)' 1 
2((n) + (n .)2(pn(1) + 2 ())' (4.20)nn(T)  (n(n+)- a an 2

where Pn1 is the propagated noise listed in Tables 3.1 or 3.2 of section
3. If th 6nly difference between the real and the ideal orbits were
an increase in radial distance, orexpansion, so R - R' = dmax were constant,
then it would follow from (4.8), (4.10), and (4.17) that
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a12 n Pn a12nn (4.21)as~2=-R n+2 6inS ' S)a l

as i12 = e12 and a12n(S1, S 2) 
=  12n(S!, SI) at all

points along the orbit, so

Qn(2) n  max i -n max = Pn(4.22)

In reality 6a12n becomes modulated by the changes in distance between
true and ideal orbit, as this distance cannot be constant. Consequently
expression (4.21) is no longer true, but merely an approximation to a
very complicated relationship. The error should be less than with a
constant radial increase dmax at almost every point, so perhaps the
use of the right hand side of (4.22) as an upper bound for Cn(,) is
a realistic choice: on(2) 5 Pn

et the coeffi~iets estimated from the orignjl set of ccelerations
a12(°) be called Clfmkl , and let S120 a2).+ 5i (1 be the
original accele r tions correcteo with values a1 of 6a12 computed
using the C1 mo.LJ It C1 ( 11 bethcoefficients obtained from the
analysis of the a 2  ) , and let 6a1,2.) be a new s)timate of sal , ,
based on the C'm (') • Correcting the origi al a wat thea ii
and then analyzing again, one obtains C~m - if S ) a. 2 ')+6a 1 2' is
closer to the transformed set of pseudo-obs a12 ) + a2 (ha(t s the
subject of this paragroph) than the .12L), then Cnm) should
be an improvementqn n ) , ea tc. )  on ta 12

) , SO On,' On( ).
Let Cm(M) , a , p () etc. be the outcome of 1+ iterations of this
analysis-correction-anA1ysis' Fg~edure. As M maye'% convf~
to some limit Cr anrd 2)1 0 PP(2) ,() _beca ~~ is better than 4M, (mi. As p is the ratio of al2n tM

al~n , ithe relative error in the ,and thus in the 6i,2  -)
is N~l(-), the error ratio for the cmrected i1 2(M) = 1(g +

6i12( and thus for the tAmM must be'J1

Pn n% nP,(T)

or
2(M) + p M2
n Pn(1) Pn n (T) (m2) + 0 ) (4.23)

so

2 (M) 52 2(M-2) + qq 
3 p2(M-3) 2 + p2 +

n n n(T) + n() - n (T) 3+ qn(l) +n n(i) °n(i)

where qn = Pn . Repeating this reasoning backwards M- 1 times:
S2(M) qn(M-1) (p 2  + q + 0-2) 2 . + D + +

n(T)  n n( ) + qn nn ) " -n(n ) n()

qnM + 02I nM ) + q P-2) + + q + 1]

qnM p I - qnM

+ On(l) (I (4.24)

(1)The noise Sn in the corrected accelerations 12) 12 (1
is always the same, so on(') is independent of M
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SO ) L im (M) n p if < 1
n(T) : M- On(T) -- n

Examining (4.18) one can see that for n = 331 (top of the band), is

Pn 0.22

As both Ph and on(') fall with decreasing n , for all n in the band is

Qn(T) ' P3 (T) and pn < P331 < i

Therefore it is true that

n(T) < .n . (4.25)

The values of An(T) and of QnI'T have been listed below, together with
the corresponding values of the error Pn(1) given in Table 3.2 and
derived under the simplifying assumptions. The closeness between the
"true" and the "ideal" relative errors is clear. Moreover, the itmtive
procedure appears to converge very quickly, as P'(T) and Pn(T)
agree to three decimal places.

nn) x 100 n(T) n(T) x 100

10 0.0063 0.0063 0.0063
100 0.0686 0.0688 0.0689
150 2.8401 2.8582 2.8583
200 7.9146 7.9982 7.9987
250 21.620 21.9581 21.9583
300 65.941 67.3613 67.3614
331 82.269 84.3747 84.3748

It must be remembered that, on the one hand, the reasoning leading to
(4.25) is by no means rigorous, while,on the other hand, the assumptions
made in it have been mostly on the conservative side. It appears that
a series of iterations as described here should transform the original
set of observations into a set of "accelerations" on the ideal orbit,
in such way that the coefficients estimated from these transformed set
would have much the same accuracies as those listed in section 3 and
derived under the simplifying assumptions of paragraph 2.1. In this
sense, the results of section 3 are supported by those above; they
may very well indicate the maximum amount of information on the geopotential
that can be extracted by linear estimation techniques from a real set
of SST data.
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4.3 The Effect of Errors in the Calculated Orbits

To apply the corrections 5a,;M) to the ,2 (') one must know
the position of the two satellites, S, and S2 . In the previous
paragraph it was assumed that this knowledge was exact. In reality
however, the gravity field model used to compute the orbits, the coordin-
ates assigned to the tracking stations, and the tracking dp'a used to
calculate the orbits,all contain errors, so there is a discrepancy between
computed and true orbits. With present tracking, coordinates, and models,
the errors in the calculated orbits are not likely to excued a few meters.
The irect effect of these errors js an additional error in the corrections
s' ,2 M) , as the accelerations aJ2 0) + 5a 2 () are "dropped" frp
their true positions to the calculated ones. The change in ca,2,'
for a displacement of As meters is likely to have a size comparable
to the effect of a purely vertical displacement of the same magnitude.
From (4.11) follows that such change is

((M) (4.26)

or, to a very good first approximation

Aa2(M) (n+ 2) " il2(
na =-(n (M

n (LS) 1 2 (M) 
(4.27)

Even fnr n = 331, at the very top of the band, the relative err or
3. caused by an orbital error of 10 m is insignificant: $333(10)=

5x Ilo- This error decreases with n , as indicated by (4.27), so it
is smallest at n = 0 . However, the size of the zero harmonic is so
large that its net change over 10 m amounts to some
3 mgal . If no correction term for this and the other even zonals is
introduced in the definition of the derivative of the line of sight velocity,
as suggested in section I , then the effect of a vertical displacement
is

(m(As) a =-2 sin GM 6S (4.28)

or 0.138 mgal every 10 m . Because the orbital error is not constant,
this change in the zero harmonic constribution is modulated by the complex
shape of the error, so the power of the zero harmonic change spills over
the whole spectrum corrupting all the estimated coefficients. As the
power associated with n > 100 . in mgal, is well below 0.138
mgal at satellite altitude, this can have serious consequences. In the
model adopted here for a1 2 the zero harmonic has bee' excluded, so
only the errors due to the other terms in the expansion, all of them
quite negligible, are present.
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5. Data Processing

The objective of this section is to include some thoughts on how to
process the masses of information collected from a SST experiment into
a global geopotential model of very fine resolution. This problem goes
beyond the scope of this study, but some further elaboration of concepts
introduced in previous sections may help clarify this difficult subject,
and perhaps point out directions for future research.

5.1 An Iterative Approach

The argument used in the previous section to substantiate the num-
erical results of section 3 suggests that a model may be obtained through
successive approximations. To be able to use the sort of "analysis-correc-
tion-analysis" approach hinted at in that argument, it is necessary to
have certain regularities in the data that, though physically possible,
may not occur in practice. On practical grounds one can question two
assumptions made implicitly in last section: that the denartures
from perfectly circular orbits were due to the anomalous gravity field alone,
and that the data were sampled uninterruptedly at constant intervals during
the whole mission, all measurement errors having the same standard deviation.

Even when the compensating mechanism could eliminate all non-gravi-
tational forces, and when gravitational fields (other than the Earth's)
and the effect of the body-tide could be calculated exactly from existing
models and thus discounted, the relative positions of the satellites are
not going to vary as predicted from the action of the anomalous field
alone. The reason for this is that it is impossible to determine and
control exactly the state of each satellite at "injection" time, to make
sure that both move along the same orbit, and that such orbit is as close
to circular as the field would allow. As aconsequence,besides the relative
motion caused by the field there will be a "drift" due to incorrect
initial conditions. This drift will follow a more or less arbitrary dir-
ection, resulting in the spacecrafts moving towards or away from each
other until their separation and the direction of the line of sight change
so much that observations taken at different times cannot be described
sufficiently well by equations that assume a fixed distance and angle. Since
the total relative motion can be calculated from the reference orbits
with an accuracy of a few meters , the change in relative configuration
with time should soon become apparent. This change should have a more
or less periodic component due to the irregular gravitational fieldand
a trend due to previous orbital manouvers' errors. While these errors
cannot be determined accurately, the drift itself increases with time
until it becomes easy to estimate. The fact that the satellites are
tracking each other continuously, in addition to being tracked from ter-
restrial stations. should help to obtain a good estimate of the drift
and the drift-rate. When the drift reaches a maximum allowed value, the
controlling rockets of either spacecraft can be fired briefly to reverse
the drifting motion, so the drift begins to decrease (the reversal need
not be exact). This scheme is a "dead zune" control policy where correcting
action is applied only when a certain limit is about to be exceeded. As
the purpose is to reverse the drift rate rather than to eliminate the
drift altogether, the correction need not be particulary drastic. Even
so, the use of such a scheme must increase the amount of fuel required
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during the mission, and thus the overall cost. Of course, some cor-
recting maneuvers of the sort described here will have to take place from
time to time, to stop the two spacecraft from separating too much (so
the radar beam does not cut too deeply inside the atmosphere, or is inte-
cepted by the curvature of the Earth itself, at a separation of about 2700
km)Orfrom becoming too close, as the shorter their distance, the weaker
the signal and the less accurate the results, as shown in section 3, Tables
3.6, 3.7, and 3.8. The question is how often such maneuvers will take
place,not whether they shall be needed at all. Compensatory changes in
the design of the mission could allow the use of "dead z ne" control to
maintain relative orientation without raising the cost zoo much. It may
be possible to choose a higher orbit. where less fuel for drao compen-
sation is needed (the decrease in fuel requirement with height should
be quite fast) so the balance can be used for maneuvering. The length
of the mission could be increased, the accuracy of the data improved,
or both, to compensate for the weaker signal at greater height. All of
these factore, some contradictory, and others,as well, can only be bal-
anced properiy in a thorough mission design study incorporating the demands
of data processing among the main questions to be considered. Given the
magnitude of such demands, some regard for them appears natural.

Another assumption made in sectlon 4 that may not be fulfilled
in practice is the existence of uninterrupted series of measurements lasting
the whole mission. Breaks will occur in the data, some much too large
to be ignored or "patched up" by interpolation from surrounding data.
There may be fluctuations, as well, inthequality of those measurements
due to problems in the satellites themselves, or in the surrounding medium,
as in the case of severe ionospheric perturbations. So the stream of
data will not by perfectly uniform in quality (variations in the standard
deviation of the errors) or unbroken. These departures from the assump-
tions, if severe enough, would make a close application of the ideas presented
in earlier sections quite impossible. One could begin, as an alternative,
by differentiating numerically the data to obtain line of sight accelerations.
Supposing that the model of section 1 is correct, these accelerations
on a sphere have the form

1 N na<R ,x 2~ C ~ cos} mP (5.1)z (R, .7,I : C 'm gnm # sin

ca=O n=O m=O

where, according to expression (2.9) and (2.15,a-b)

gn (  'Cn (n+1) [E - )+ + -)] sin-i +

+ T [Cnm( ,' - -) - nm + (<' + -7-) Cos --

a n d - G M ( a naa

nm R r nm

Functions that can be expanded in series of the type of (5.1), which
includes the ordinary spherical harmonic expansion, can be analyzed to
obtain the values of the C"m by very efficient methods resembling
numerical quadratures. The nerivation and implementation of optimal methods
that minimize the estimation error in the presence of unhomogeneous and
and correlated noise have been discussed by Colombo (1981, paragraphs 2.9
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and 2.12). While the procedures presented by this author in that work have
been derived for the case

gnm() =Pnm(Dl

(i.e., spherical harmonics) the extension to the more general case of
(5.1) is quite direct. The only requirement is that the data occupy the
noaes of a regular grid where the separation between meridians is constant.
This can be done by interpolating the aifferentiated velocities on those
nodes from surroundinq data points, while also determining the correlations
and standard deviations of the interpolated values fromthose of the obser-
vations, as these .re needed to set up the optimal estimator. If no reliable
interpolation is possible on some node, because of large data breaks in
the vicinity, a value of zero with a "standard deviation" equal to the
rms of the line of sight acceleration could be used instead.

By setting up an appropriate control mechanism to maintain the relative
configuration of the satellites within sufficiently close limits, and
by using the interpolated accelerations as pointed out above, the interative
scheme could proceed basically along the lines of section 4, except that
the data would be analyzed as in Colombo (1981), rather than as in section
2. If such a control scheme proves to be feasiole, the next important
question i5 how to calculate the corrections 6a1 2 of expression (4.8)
from the Cnm estimated in the previous iteration, to refine the pseudo-
observations on the mean sphere. Because of the irregular shape of the
oroit, calculation of these corrections using exact relationships is
too laborious to be practical, even with very powerful computers.- The
main reason is the rumber of operations needed to obtain every ca12
which is proportional to the number of coefficients (some 11 x 10'
N = 331). This matter needs thorough investigation, but the answer should
involve some sort of approximation, to reduce the computer burden. One
possibility that may be worth exploring is as follows: consider a spherical
shell extending 5 km above and 5 km below the mean orbital sphere. The
whole orbit, according to Appendix A, should lie within this shell. Imagine
the shell subdivided according to a regular grid, equal angular for instance,
where the blocks are y' x y' in size, so the shell is partitioned

into cells each y' x y' x 10 km in volume (the sizeof y should be
decided by detailed study). The vertices of the cells are arranged in
equal angular fashion, so one can compute the three inertial acceleration
components at every vertex according to expressions (1.8, a-c) very effic-
iently using, for example, algorithms like those described by Colombo
(1981). To calculate the correction 6a12  one must know the value of
a1. in the actual orbit and in the ideal orbit , and for that the three
accelerations at points S1  and S, , S{ and S! (in Fig. 4.1) are
needed. These accelerations can be computed from their values at the
vertices of the cell containing those points by some interpolatory pro-
cedure, which inould be a great deal easier than an exact calculation.

The type of approximate calculation of the acceleration components
just described may be used, as well, to obtain the forcing function due
to gravitation needed to integrate numerically satellite orbits with a
very high degree and order field model, like the one whose determination
is being discussed here. Such calculations may be necessary, for example,
to reduce the orbital errors at each step of the iterative modelling pro-
cedure.
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5.2 Other Methods

Instead of converting the data into Qseudoobservations on the mean
sphere by successive iterations, this could be done directly by estimating
the pseudoobs. in one step from neighbouring data points. This means
carrying out a series of local reductions that finally covers the whole
sphere with a regular gridoo-estimated values. These values should cor-
respond to a variable that can be described by an expansion of the type
of (5.1), and which does not have to be the line of sight acceleration
ofequation (2.24). These local reductions can be done .n many different
ways. One possibility is to use least squares collocation in a local
manner. A problem with local solutions by collocation is thatthe signal
in SST measurements tends to be too strongly correlated over considerable
distances, and this causes the variance-covariance matrix to be too ill-
conditioned to be inverted in a dependable way. According to R. Rummel
(private connunication) a minimum separation of about 100 km between data
points is necessary for stable inversion. As the actual points are likely
to be spaced some 30 km apart along-track (with a sampling interval of
4 s ) and by less than that across-track, (because the separation between
adjacent passes should be of only a few kilometers by the end of a six-
month's mission) some kind of paring, or decimation, of the data will
be needed to achieve the larger spacing. This could be done in the first
of two steps: beginning with decimated data, a set of pseudoobservations
could be obtained without stability problems, and a first estimate of
the harmonic coefficients could be made from this set. In the second
step, all the data could be used after substracting from them their nominal
values according to the model produced in step one, which could have high
degree terms already. Such residuals are going to be less correlated
than the original measurents, because much of their low frequency content
would have been removed, so the inversion of their variance-covariance
matrix may be stable in spite of the close spacing of the data points.

If no control of the relative alignment of the satellites takes place
and they are allowed to drift freely with respect to each other, the cor-
responding observation equations would lack the regular structure assumed
in section 2. In such a case the ideas for analysing the data discussed
in the previous paragraph are not applicable, and only non-iterative methods
like the one just outlined seem to offer any real hope.

Any method that first creates a regularly spaced set of pseudoob-
servations on the mean sphere and then analyses it efficiently to obtain
the potential coefficients requires two main things:

(a) a model for the data that is both practical and accurate. An
example of this may be the model adopted in sections I and 2, but this
idea needs further validation, as pointed out at the end of paragraph
1.3;

(b) an efficient and accurate way of reducing the measurements in
the actual orbit to pseudoobservations on the mean sphere.

Both problems require more research to clarify them, and this clarifi-
cation may be absolutely necessary before developing an effective technique
for processing SST data.
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5.3 The Use of Local Solutions

As mentioned in the introduction, there have been studies of the
SST problem that have concentrated on purely local solutions that use
data taken from inside a relatively small neighborhood of the points
at the Earth's surface where certain quantities associated with the grav-
itational field are estimated. The advantage of the global approach is
that every value that is estimated is obtained from the processing of
all the data available, so it can be more accurate than a local solution
based only on part of the data. ! Global solutions may be free from
the numerical instabilities that tend to be associated with local solutions.
Global solutions have also some important limitations. A spherical harmon-
ics model, for instance, must be truncated at some finite degree for
practical reasons and this limits the size of the finest detail that
the model can represent. Even if the number of coefficients is not a
problem, some very fine but also quite strong features that may be sensed
by the satellite pair, such as anomalies along ocean ridges and trenches,
mountain ranges, etc., are likely to be smoothed out by an optimal global
estimation procedure because, on a global scale, they are similar to
measurement noise. Such small but marked features may be recovered by
using local estimation methods, applied in the knowledge that sharp field
variations may occur in certain areas. These methods may use residual
SST data, with respect to the global solution, to ensure numerical sta-
bility and the removal of trends of non-local nature.

Local modelling should be regarded, therefore, as complementary to
global analysis, because its careful application in selected areas may
push the level of resolution to the very limits allowed by the information
contained in SST data. Local solutions may permit also the combination
of SST data with terrestrial measurements of gravity, with satellite altim-
etry over the oceans, and with knowledgeof the geological structures
that may be responsible for some of the high frequency content of the
signal, all of which may be difficult to incorporate into a olobal solution.

6. Conclusions

According to the theory given in sections 1 and 2 , assuming that
the power spectrum of the geopotential is as described in paragraph 3.1,
and that the reasoning of section 4 is valid, the results presented in
section 3 can be summarized as follows: with two satellites in nearly
the same circular, polar orbit, at a height of 160 km, 300 km apart, with
a tracking accuracy of v7 x 10- m s-1, a sampling period of 4 s , an
averaging period of 4 s , and a mission length of six months, the coef-
ficientsof the spherical harmonic expansion of the potential up to
degree n = 331, may be estimated to the following entent:

(1) the relative accuracy of the potential coefficients could be
better than 1% for r s 130 , than 10% for n . 210 , and than 50% for
n ! 270 , using least squares collocation. With least squares adjustment,
the results may be the same up to n = 200 , and for higher degrees
collocation may work better.
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(2) the accuracy of the geoid undulation implied by the coefficients
could be better than 0.05 mm rms for wavelengths of between 3000 km and
40030 km, and better than 10 cm rms in the band between 140 km and 3000 km.

The method of analysis of section 2 can be used for studying
missions where the orbital plane is oblique to the equator. This would
require some changes in the programs listed in Appendix B , subroutine
ONEREV in particular, because those are written for the case of polar
orbits only. As they are, they can be used to carry out an analysis
of the magnitude reported here in any modern computer wih some 1.5 megabytes
of core. if the highest degree studied is N = 331 , the central processor
unit time required is of the order of one hour. The effect on the results
of changes in some of the mission parameters can be studied, in the case
of least squares adjustment, using the results of section 3 and the simple
formulas of paragraph 2.13. Only potential coefficients and geoid undul-
ations' accuracies have been calculated; the accuracies of other quantities,
gravity anomalies, for example, can be obtained in a simple way from the
coefficients' accuracies, a complete listingof which, deQree by dearee,
appears in Appendix C.

The method of section 3 allows for a spherical, rotating Earth, and
for data consisting of velocity averages. A number of simplifying assump-
tions listed in paragraph 2.1 are substantiated in sections I and 4, in
an attempt to show that the results listed in section 3 represent the
limit of accuracy for a global model obtainable from real SST data if
the mission could be carried out without a single fault.

The accuracies listed being global, the undulation errors are likely
to be worse in some areas, perhaps where the field is strongly anomalous,
such as mid-ocean ridges, ocean trenches, mountain ranges, etc., and nec-
essarily better than average over the remainder of the planet. In those
areas where the model may perform poorly, local solutions(using the model
as a reference field to calculate the residuals of satellite and terrestrial
data, and these residuals, in turn, as the observed values) may provide the
finer detail that a global technique alone cannot reveal.

As argued in section 5 , an iterative solution based on the ideas
of sections 2 and4may be used for the actual analysis of SST data. Alter-
natively, non-iterative methods could be developed for that purpose. All
such methods should have in common the fact that they rely on some conven-
ient aproximation, as rigorous solutions such as those based on the "numerical"
or the "analytical" (i.e., celestial mechanics) approaches are virtually
impossible to implement, given the enormous number of harmonic coefficients
to be adjusted and of observations. Two essential tasks to be accomplished
through further research beforeasatisfactory technique can be found
are, in all likelihood, the following:

(a) validation of the model of the line of sight relative acceleration
used in sections 1 and 2 , or its replacement by another that provides

a better approximation and is just as tractable mathematically;

(b) development of a satisfactory procedure for reducing the SST
measurements to a set of pseudoobservations regularly distributed
over the mean orbital sphere, whose analysis can then be carried out with
efficient algorithms.
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Further work on how to model the SST signal should also help to
clarify the question of the influence of orbital errors on the estimated
quantities, influence that, according to the model adopted here, may be
small.
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Appendix A: Orbital Perturbations

A spacecraft orbiting a planet cannot follow a perfectly circular
orbit, as assumed in section 2, but must move in a more irregular course,
because of anomalies, or fluctuations, in the actual gravity field compared
to that of a central point mass. In the case ofthe Earth, most of this
effect is due to the attraction of the equatorial bulge. In the spherical
harmonic expansion of the anomalous field, the influence of this bulge
is represented mostly by the second zonal. This term is much larger than
all the others in the expansion, so most of the orbital perturbation is
due to this term alone. The following calculations will take into account
the second zonal in detail, and for the rest a displacement of 200 m in
every direction will probably account well enough, provided no strong
resonances occur, as assumed in paragraphs 2.1 and 2.6. For relative
displacements between satellites, 400 m will be added to those caused
by the second zonal alone. Another assumption made here is that the force
corresponding to the second zonal is the same along the true orbit as
along the ideal, mean circular orbit. As the total displacement of such
craft is mostly vertical and of less than 5 km, it is easy to determine
that the force of the second zonal cannot change by more than 0.3%, so
it may be acceptable to regard it as having the same value along either
orbit. As the rotation of the Earth has no effect on the force of a purely
zonal field, it will be ignored. The motion in the orbital plane which
is perpendicular to the equator, is supposed to be periodical, which
is mathematically possible with the right initial conditions.

Consider the system of inertial coordinates with axes x and Y'
where I coincides with the polar figure axis of the Earth, and is
in the equator (figure A.1). The polar coordinates r and ' cor, spond
to a point moving along the orbit with an approximately uniform circular
motion represented by

' = [ t]MODULE 2.

The relationships between the components of the inertial acceleration

in the (x , y) and the (r , ') systems are

ax = a r cos - a@ sino' (A.1,a)

ay = ar sino' + a, coso' (A.1,b)

or ax (t) = a r (t) coswt - a (t) sinwt (A.2,a)

ay(t) = ar(t) sinwt + a (t) coswt (A.2,b)

From the definition of the unnormalized Legendre function introduced in
paragraph 2.2, the polar components of the acceleration are

ar(t) = GM a J, L nm(t) (A.3,a)
r 2  r 'n

3 .. a2 J, ~ o w
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a~1$t = .!iL)2 11 a (-Jt A3b

3 G M a2 J 2 sin2wt

where J2 =C20 (unnorrnalized)

L .

Figure A.1: Acceleration and Position in the (x,y) and
(r, t' = wt) Coordinate Systems.

The radial perturbation in the position of the satellite is

Ar(t) A X(t) coswt + 4Y(t~sinwt

t to
-£fdt' 10 ax(t") dt" + LxOt + AxO] coswt

4t ti
+ [f dt' f a~ (to /' dt" + AyOt + Ay0) sincut (A.4)

0 0

where Ai , AxO etc., are initial conditions. As. Ar(t) is supposed to
be periodical with the right Lx0 , AxO Ay , AyO and ignoring a constant
form that9 maralv (hinmia thn -i-n tif th rihif i'V a row I. ilf1nl-i~ t 1hri

radial displacement is

ar(t) -39 G',r a 2 o w A5
77-* *7~ -7 J2 co w(A5
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according to (A.2,a-b), (A.3,a-b), and (A.4). Furthermore W / '/- , so

-39 a2Art - J : cos2 t (A.6)

and using the values

a = 6371 km

r = 6531 km

J2 = 1.1 x 10"3

(A.6) becomes

Ar(t) = -3.7 cos2wt [km] (A.7)

So the amplitude of the oscillation due to J2 alone is

ArMAX = 3.7 km (A.8)

The relative radial displacement between two satellites, assuming that the
change in their distance, and thus in y , can be ignored, is

Ar12 (t) = -3.7 (cos2wt - cos2(wt + i))

= -3.7 x 2sinzp sin(2wt + P)

= 0.33 sin(2wt + p) (A.9)

for an intersatellite distance p = 300 km , so

Ar12MAX = 0.33 km (A.10)

The relative motion along the line of sight can be estimated by
integrating the relative velocity v1 2 . As this velocity is nearly a
sinewave in time, of frequency 2w , the expression for the variation
in P is

A012(t) = v1v rms)cos(2ct + a) (A.11)

where a is some phase angle of no consequence here. Replacing V12(rms)

with its total value according to Table 1.1, ind adopting w = 1.2 x 10-
rad s-1 (as r a 6531 km),

AO)2MA X = 0.3 km (A.12)

Because of the force is due to a zonal, the across-track displacement is

AT12(t) = 0 for all t . (A.13)
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The absolute along-track displacement of each satellite can be
obtained from an expression similar to (A.7), but it is not needed in
section 4. Finally, adding 200 m or 400 m, as the case may be, to account
for the rest of the anomalous field, the perturbations amount, approximately,
to

ArMAX = 3.7 + 0.2 = 3.9 km

Ar12MAX = 0.3 + (2 x 0.2) = 0.7 km

AQI2MAX = 0.3 + (2 x 0,2) = 0.7 km

AT12MAX = 0.0 + (2 x 0.2) = 0.4 km

i
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Appendix B: Computer Programs

This Appendix contains descriptions and listings of the main programs
and subroutines used for the error analysis whose theory is contained
in sections 1 and 2 and the results of which appear in section 3.

B.1 Main Program

Two main program versions wer@ developed: the first one creates
the non-zero diagonal blocks of (A D-1 A) , stores them in unit 10 (a
tape file), creates the normal matrix's blocks by adding C-1 or not,
depending on whether least squares collocation or least squares adjustment
is required, inverts the blocks, and uses the diagonal elements of the
inverses to calculate the error degree variances, the relative error per
degree, and the corresponding accuracy of the geoid undulation; the second
version of the main program does not create the normals but reads them
from tape (unit 10, once more) and then proceeds as before. The reason
for having two versions.is that, with the first, one creates the normals
and then carries out the error analysis using, say, least squares adjustment
theory; as the normals are stored without C-1 , one can then use the
second program to add C-1 to the stored matrix and then carry out the
analysis according to collocation without having to recompute unnecessarily
(AT D-1 A) , which is the most time-consuming part of the analysis.

(a) Full Version

This program both creates and inverts the diagonal blocks of the
normal required by the analysis. It call subroutines ONEREV, MATV, MODEL,
NVAR, and WRIT ;which are listed in this Appendix; it also calls the system-
provided subroutines ERRSET, SCLOK1, and RCLOK1, and the subroutines GGNOR
(from the single precision library produced by the International Mathematical
and Statistical Libraries Inc. (IMSL) company), and DSINV from the double
precision library of the IBM System/360 Scientific Subroutine Package.

The program contains a device against a possible underestimation
of the total execution time requested in the JOB card. The running time
is checked inside the loop where the diagonal blocks are created, so that
if this time is a few seconds below the assigned running time before a
new block is to be calculated, the run terminates in an orderly way. The
blocks created so far are left safely in unit 10, and the remaining ones
can be created ina later ruri where the minimum order of the blocks is
settoMMIN = (order of last (even, odd) pair of blocks completed previously
+ 1). The time for eventual premature exit is the value of parameter
YLIM in seconds, and should be smaller than the time declared in the JOB
card by at least 10 seconds + compile time. Blocks created in additional
runs should be stored in new tapes, which can be combined with the initial
one by means of a simple FORTRAN program to produce a tape with all
blocks in the required sequence (increasing order). The running time is
checked with the help of SCLOK1 (which sets the time counter to zero before
the main do loop) and RCLOK1 that "reads" the time counter at every turn
in the loop.
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All calculations are carried out in double precision, with the excep-
tion of those related to subroutine GGNOR, that take place in single pre-
cision. For this reason all variables are declared REAL 8 , except array
TP which is REAL 4

The only COMMON statement is P", through which the value cf the
total geoid undulation power POWNMX is communicated to the program from
subroutine NVAR, which defines the values of the degree variances according
to the model explained in section 3.

The various arrays are somewhat overdimensioned for the needs of
the actual analysis, when N = 331 . The maximum degree N is defined
by the parameter NMAX which must be an odd number, for reasons given
in the description of subroutine ONEREV (if the value declared happens
to be even, by mistake, the program adds I to make it odd). The small
arrays (dimensioned 500) should be at least of dimension NMAXP = NAX
+ I . As for the large arrays, their minimum dimensions should be

GPNMS (NMAX - MMIN + 2) x (NMAXP/2+1)

1AE : - x (NMAX + 2)2

AO :

GPNMS contains the Fourier coefficients of the columns of the A matrix,
calculated by subroutine ONEREV, and AE, AO contain the elements of the
normal matrix corresponding to a given order m and (n-m) even and
odd, respectively. Storage is in "upper-diagonal form" as required by
the inversion subroutine DSINV.

Subroutine ERRSET is used to suppress unwanted error messages due
to underflows in the calculations carried out by ONEREV.

The run parameters, including most of the mission parameters, are
assigned values between statements 15 and 31. Two other parameters, the
acceleration of gravity at ground level and the mean Earth radius, are
assigned values in statements 50 and 51. The meanings of the symbolic
names given to the parameters are explained in the comments of this section
of the program. Parameter IAC, for example, tells the program whether
a least squares adjustment or a least squares collocation error analysis
is requested. The main parameter values are listed by the program (statements
36 and 37 if p'otter output, as well as printer output, is desired) at
the beginning of the run and, together with some other important values,
saved at the start of the file created in unit 10, where the diagonal
blocks are also stored. The length of day is upposed to be 24 x 3600
seconds exactly.

Certain loaders initialize all array areas to zero before execution,
as in the case of the loader used to run this program. Others set arrays
and registers not declared in the program to "indeterminate", or else
the values left in core by a previous job remain unchanged. In such cases
the program does not work unless additional DATA statements are written
to give all array elements an initial value of zero.
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The run begins with the computation of sin (.-), cos(-), and other
quantities to be eplainld later, as well as the quantitie; p sinp--
cos T and cosp- sin 7 stored in arrays SPC and CPS, respectively
(statements 68 to 72). This numbers are used later to form the Fourier
coefficients of the columns of A according to (2.13). Subroutines NVAR
and MODEL are called to set up the array of degree variances of the geopo-
tential, DVAR. The inverse of the variances of the scaled coefficients
(equations (2.15,a-b)) are stored in array CM1. The variances produced
by NVAR correspond to n > NMOD and are in the form of gravity anomaly
variances. They are converted to the inverse of geopotential variances
in statement 81. Allinformation relative to C- is stored in CMI and
in GMR.

The main loop begins at statement 91. Statements 92 through 95 check
that the running time allocated in the JOB card is not exceeded. The
elapsed time from the beginning of the main loop is printed at the beginning
of a new pass through the loop (statement 93). Each pass creates the
two diagonal blocks, one for n even, the other for n odd, corresponding
to order m = M . There are four non-zero blocks for each m , but those
corresponding to "sine" terms are identical to those for "cosine" terms
(expression (2.51) is independent of a ), so only one pair of blocks
is needed. Statements 97 through 105 calculate the factors

FF(P) =N [(1- cos((pw+mQ)Aa)(p.1o +m -4

4 &w'(al O Wo

+ (1-cos((pw-m)Aa)(p. - - - ) )
Wo W 0

(see expression (2.51)) where WO is the fundamental angular frequency
for the whole mission (period TO = Ndaysx24x3600). The "anma calculated
with ONEREV are too large by a factor of 2(N+1) , and this fact is accounted
for in the denominator above.

After ONEREV has been called, it returns the "Fourier coefficients"

anm =hnmhp [P sin P- - cos- - + (n+l) cosp sin--]

where the hnm correspond to all [nm (¢ '  with m = M , n a M , in
array GPNMS. These coefficients are then multiplied by each other and
scaled by the factor FF(P) in statements 107 through 137, to form the
element g3nm in AIJ according to (2.51). If a collocation analysis
is requested and AIJ corresponds to an element on the diagonal, the cor-
responding term in C-1  is added to AIJ in statement 136. Between 138
and 154 the calculated elements are stored in AE and AO, the arrays containing
the blocks for (n-m) even, and (n-m) odd, respectively, in upper diagonal
form. The vectors PIVE and PIVO are formed with the square roots of the
diagonal elements. From 155 to 157 the two blocks and relevant information
regarding their size are stored in unit 10, for further possible use.
From 158 to 165 the two blocks are "pivoted" according to

P seven_ p-1 G, even, p-1Gm,a, 1odd m,c, todd.
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where P is a matrix f "pivots" i.e., the square roots of the diagonaleleens f - evenf " 'vos '
elements of Gm o {g"dI. PIVE and PIVO are used for pivoting AE and
AO , respectively.. The "pivoted" blocks are inverted in statements 173
and 174 (there is no "AO" block for M = N). Notice that the program has
been written in such a way that AE and AO correspond to even and to odd
n-m , not n . As m is fixed during each pass of the main loop, the
result depends on n , so AE sometimes contains "even", and sometines
':odd" elements, and the reciprocal is true of AO, depending on the value
of m .

The accuracy of the inverse is tested by the inversion subroutine
DSINV according to the tolerance limit defined in the main program (statement
172). If DSINV returns a value of zero in register IERI, the inversion
can be regarded as successful (free of serious numerical instability).
In addition to this test by DSINV, a further check has been written in
the segment from statement 167 to 194. The idea is to calculate

i6t = t -[(GP, jeven, )-i G P Ievenl t'
= - , ndd )(computed) Gm 'c o J  -

and then

E= [6tT 6t (t T t)' ]

The exponent, in floating point notation, of E is, approximately, the
number of significant figures within which t and t' agree. Unfortunately,,
because 188 and 192 are not coded correctly, the values of c printed
at statement 193 are not useful. The elements of t are random numbers
created by the IMSL subroutine GGNOR.

From 196 to the end of the main loop the inverted normal blocks are
obtained by "de-pivoting":

1- Ieven, = p-1 ( P ieven, )-1 p-1
mG , {odd m Gmc, {dd ) (B .2)

and the variance of the error per degree is totalized in array RMS as
follows

RMS(n) = RMS(n) + G (1) 2n  n {2 1 i se
a,: r nmnm x f2 otherwise

(02CiDnm= o1tnm) so, at the end of the main loop,RMS(n) = OM2 a)-n2

where aO-n is the n degree variance of the errors, and the res is
the scaling factor squared (expressions (2.15,a-b)). From statement 219
to the end the error in the undulation up to degree n and this error
plus the truncation error above n are both calculated and stored in
arrays PPB and PPTR, respectively. Array PERC receives the formal percen-
tage error per degree (expression (3.2) multiplied by 100). While "debug-
ging" the program it was found useful to monitor the values of some of
the coefficients' accuracies as they were being obtained. This feature
was left in the program, where, for the reason given in paragraph 3.4,
all the 2Cnmnm for n s 40 are still printed out (statement 210).
If the inversion of AE or of AO fails, subroutine DSINV returns an explanatory
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code in IERI and IER2. which should be different from 0 and is also printed
out. A failure to invert is most likely due to a set-up error; perhaps
to an improperly dimensioned array; to a loader that does not preset all
undefined values to 0 before execution; or to improperly punched cards.
An example of all the messages printed during a normal run can be seen
in paragraph 8.4.

The program prints out all results in unit IU (a plotter, for instance)
degree by degree (statement 238) in blocks of fifty lines, and at the
end prints a summary in increments of 10 degrees. The results are also
punched out (statements 219 and 220).

(b) Reduced Version

This version of the main program does not computethe normals, but
reads them from unit 10 (disk or tape), where they have been stored during
a previous run of the full version. It also reads the original mission
parameters, with which the normals were created, as the first record in
file 10 (stat. 22). Some of those parameters can be changed in value
by re-scaling the normals (paragraph 2.13). The new parameters' values
can be declared by inserting statements between lines 22 and 25 in the listing.

This version does not call subroutine ONEREV, and reads unit 10 from
subroutine RED. Subroutine WRIT is not used. All the other subroutines
called in the full version are also used here. The fact that there is
no AO matrix block when M = NMAX is taken into account (statements
94 and 98). Re-scaling according to (2.78) happens between 99
and 104. If no change in parameters is desired, FNSR is I . Expression
(2.84) for least squares collocation requires knowledge of the singular
values and eigenvectors of the normal matrix, instead of the inverse.
Lack of time and of familiarity with the decomposition subroutines available
resulted in inversion being chosen for both least squares adjustment and
for collocation. The fastest way to study the effect of parameter value
changes on the results with collocation is, therefore, to run this reduced
version with the new parameters. With NMAX = 331, this requires some
15 minutes. As no PIVE or PIVO arrays have been computed so far, this
is done now in statements 122-125, and then pivoting is applied. From
there on things are done much as in the full version, except that no test
for numerical stability of the inversion is done in addition to that of
DSINV. Results are printed and punched as in the full version.

B.2 Subroutine ONEREV

nmThis subroutine computes the coefficients ap .eeded to fin
elements of the normal matrix according to expression (2.51). The
are defined by expression (2.13)

anm = nm [(n+ 1) c sin '.+ sinp

as proportional to the Fourier coefficients 4m of th extended Legendre
functions [nm(') . The values of (n+1) cosp sinf and of p sinp
cosy4 are passed on to the subroutine from the main program in arrays SP"
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and CPS respectively. The [nm() are sampled at equal intervals
4¢ = (N is the highest degr e in the band, sg the highest fre-
quency trnin any Inm is either h~rncosNc' or hImsinNWI), and
then analysed with subroutire FFCSIN, which implements a mixed-radix Fast
Fourier Transform (FFT) algorithm. FFCSIN belongs to the International
Mathematical and Statistical Libraries (IMSL) Inc.'s double precision
library. It returns 2(N+1)) m inst al of h~m , but this is taken into
account in the main program. The CnmZ4 ) are calculated taking advantaqe
of the relationships (2.2,a-d), so only the values in the interval
0 S < - are absolutely necessary. These values are the same as those
of the cd&responding Pnm j which are obtained with subroutine LEGFDN.
There are (N+1)/2 pointsT 1i where the Pnm have to be calculated in O t,
so the space required by GPNMS is (N - MMIN + 2) x ((N + 1/2).
Here MMIN is the lowest order to be studied (a Feature of the main program
is that it allows the study of coefficients in the band MMIN S m , N ;
in the case of the results of section 3, MMIN = 0). The successive values
of the Pnm are put first in array GPNMS. Then all values corresponding
to the same Pnm are moved to REV, where [nm is determined from (2.2,a-d),
so the dimension of REV iAm 2(N+1). Then FFCSIN replaces the values of
Lnm with those of the hp , also in REV, and the latter are moved on
to GPNMS, where they replace the original Pnm . IWK is an auxiliary
array needed by FFCSIN (see IMSL Handbook). All anm (multiplied by
2(N+1)) are returned to the main program. If the loader used does not
preset all undefined registers to zero, a DO loop should be put at the
beginning, between statements 5 and 6, setting to zero all arrays with
dimensions different from 1 . Alteroatively, depending on the
compiler, a DATA statement to the same effect could be used.

If an even function is added to an odd function, the Fourier coefficients
of the sum are those of the even function in the cosine terms, and those
of the odd function in the sine terms. This simple fact is exploited
to reduce calculations by half, taking advantage of the even or odd nature
of the Lnm with respect to (5'

The anm with p= 0 are handled separately from the rest, and are
returned to the main program in array GMN (statement 78). Besides FFCSIN
and LEGFDN, no other subroutines are called.

B.3 Subroutines LEGFDN, MODEL, and NVAR

Subroutine LEGFDN can calculate both the values of all normalized
Legendre function, at colatitude THETA, for the same order m = M , up
to degree n = NMAX , and also their derivatives. The functions are returned
in array RLEG, the derivatives in DLEG; after exitRLMN contains a redundant
set of all sectorials up to degree n = m . All arrays, except ORTS
and DIRT should have the dimension NMAX1 (statement 5). DRTS and DIRT
should havetwice that size. IR is a register that should be set to zero
before the first call to this subroutine, in the main program. IFLAG
tells the subroutine whether only the Legendre functions or these and
their derivatives are required (only the Pnm were needed for the error
analysis, so IFLAG was set to 1). The An and their derivatives are
calculated using recursive formulas given-Tn Colombo ((1981), paragraphs
(1.10) and (4.4)).

(1)(N+ 1)/2 must be integer, so N - NMAX must be an odd number.
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Subroutine MODEL sets the values of the first NMOD components of arrays
DVAR adn DVER to the values of the degree variances of the errors in the
potential coefficients of the reference model with respect to which the
residual line of sight velocities are determined. The values in the listing
corespond to the first 30 degrees in a model obtained by R. H. Rapp at
OSU from a global data set of 10x1' mean anomalies by numerical quadratures.
This model is, in fact, complete up to degree and order 180, though only
the accuracies of the first 30 degrees are used here.

Subroutine NVAR initializes array DVAR so that its elements are the
same as the degree variances for the gravity anomaly implied by R. Rapp's
coefficients mentioned above, up to n = 100 . Above n = 100 , the variances
are those obtained from a two-term model for the gravity anomaly spectrum,
also the work of R. Rapp (1979b). The main program calls NVAR first and
MODEL afterwards, so the first NMOD degree variances are, finally, those
in MODEL (error variances), which correspond to dimensionless potential
coefficients. The remainder comes from NVAR, so they must be converted
to dimensionless potential from gravity anomaly variances, a step that
occurs in statements 80 and 81 of the main program. In NVAR, statements
120 and 122 add all potential degree variances between n = NMAX and n
= 2000 , and return this sum in POWNMX through COMMON/P/ to the main
program.

The same caution regarding the initialization of undeclared arrays
and variables to zero that was made for the main program and for ONEREV
apply to LEGFDN and to MODEL (array DVAR) as well.

B.4 Sample Output

After the listings of the various routines described previously,
the reader will find a sample of the printed output created by either
version of the main program (they are the same). This listing should
help whoever wants to use these programs to check that his own punched
version works properly. The program should also punch out some cards
with the results (statements 238 and 239). Because of a minor error in
the program, now corrected, the standard deviation of the data is listed
as 10-6 m s-1, instead of as /Z x 10-6 m s-1, which is the actual value
corresponding to the results printed in the sample. The parameters used,
with the exception of a , are as listed. To enter them into the main
program, see comments at the beginning of either version.

The first page of the output contains a listing of the mission parameter
values chosen. The "TIME BEFORE M " statements give the time in seconds
at the beginning of a new pass through the main loop, and they are printed
just before the time check in statement 95. the "ACCURACY OF INVERSION"
lines should indicate the stability of the inversion of the blocks of
order M , but they are useless because of the coding error mentioned
in paragraph B.I. The other numbers are scaled variances
a 2 nmnm of the coefficients up to dearee and order 40 (cxxO . If the
numerqcal inversion of either block of order M fails the stability test
in subroutine DSINV, a line is printed saying "AT ORDER m IERI = x
IER2 = y", where x and y are two integers whose value should be interpreted
according to instructions in the Handbook of the SSP library. At the end
of the run, the various accuracies are listed in unit IU, first degree
by degree and then, in a final summary page, every 10 degrees.
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Appendix C : Detailed Listings Degree by Degree

This Appendix contains the full listing of the formal accuracies of
the potential coefficients from the error analysis of the SST mission
using (a) least squares adjustment theory, and (b) least squares collocation
theory. The rms of the total undulation error (last column) for least
squares collocation should be corrected as indicated in paragraph 3.1.
Notice the fluctuations in percentage error in the neighborhoods of
n = 136 and n = 273.
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